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Preface

The field of Environmental Fluid Mechanics (EFM) abounds with various interfaces, and
it is an ideal place for the application of new fundamental approaches leading towards a
better understanding of interfacial phenomena. In our opinion, the foregoing definition of
an environmental interface broadly covers the unavoidable multidisciplinary approach in
environmental sciences and engineering also includes the traditional approaches in sciences
that are dealing with an environmental space less complex than any one met in reality.
An environmental interface can be also considered as a biophysical unit lying between the
environment and the organization having the following major functions: (a) to prevent the
harmful signals from being injected into the system directly and attacking the valuable
structures and channels; (2) to unify the various directions from sub-systems and recur-
sive operations towards the environment; and (3) to fully utilize the internal resources by
resolving external variables. The wealth and complexity of processes at this interface deter-
mine that the scientists, as it often seems, are more interested in a possibility of non-linear
dislocations and surprises in the behavior of the environment than in a smooth extrapo-
lation of current trends and a use of the approaches close to the linear physics. In recent
times, researches on fluid mechanics processes at the environmental interfaces have been
increasingly undertaken but within different scientific fields and with various applicative
objectives.

The aim of the book is to present a comprehensive overview of fluid mechanical processes
at the several environmental interfaces. Hence, the matter collected in the book can be con-
sidered as a part of the broader context of Environmental Fluid Mechanics in which strong
emphasis is placed on the processes involving the exchange of momentum, mass and heat
across an environmental interface. The book is aimed at graduate students, doctoral students
as well as researchers in civil and environmental engineering, environmental sciences, atmo-
spheric sciences, meteorology, limnology, oceanography, physics, geophysics and applied
mathematics. The book can be adopted as a textbook or supplementary reading for courses
at the graduate level in environmental fluid mechanics, environmental hydraulics, physics
of the atmosphere, water quality modeling, air quality modeling, atmospheric turbulence
and bio-fluid mechanics.

Previous books within the EFM field covered only partially the topics presented here.
In fact, books on atmosphere dynamics or on air pollution cover only the chapters in Part
one of the book. Also, existing books on water quality issues deal only partially with the
processes at the environmental interfaces of the hydrosphere. Furthermore, some topics
treated in this book, such as momentum and mass-exchange in vegetated open channels,
could be found only in papers published in scientific journals. It should be stressed that the
book has the unique feature of covering a broad range of scientific knowledge where all
the topics are considered from the point of view of the concept of environmental interface.
Finally, the team of the contributing authors is mostly consisting of researchers with many
years of experiences in the topics they are covering.

The book is organized in three parts with an introductive chapter by B. Cushman-Roisin,
C. Gualtieri and D. Mihailović, where scope, scales, processes and systems of EFM are
described and discussed together with an overview of EFM processes at environmental
interfaces and of challenges to be expected in the future.

Part one deals with the processes at the atmospheric interfaces. First, the chapter by
B. Rajković, I. Arsenić and Z. Grsić covers some theoretical aspects, including molecular
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and turbulent diffusion, and several areas of modeling of atmospheric dispersion of a passive
substance for a point source, such as Gaussian and puff models. Following this, the chapter
by V. Djurdjević and B. Rajković introduces the basic concepts of the air–sea interactions,
also discussing the influence of boundary layers on both sides of the air–water interface,
and presents the most common approaches to air–sea exchange modeling together with
results of sea surface temperature (SST) simulation for the Mediterranean sea obtained by
a coupled model with specific modeling of fluxes. The next chapter, by D. Mihailović and
D. Kapor is devoted to the modeling of flux exchanges between heterogeneous surfaces
and the atmosphere. The three approaches commonly applied for calculating the transfer
of momentum, heat and moisture from a grid cell comprised of heterogeneous surfaces
are discussed. This begs for a combined method and highlights the uncertainties in the
parameterization of boundary layer processes when heterogeneities exist over the grid cell.
Part one ends with a chapter by G. Kallos that covers the matter related to transport and
deposition of dust, the cycle of which is important in the atmosphere and ocean, since
dust particles can have considerable impacts on radiation, clouds and precipitation. In this
chapter, the state of the art for modeling dust production are reviewed and the impacts on
atmospheric and marine processes are discussed.

Part two of the book covers some fluid mechanics processes at the interface between the
atmosphere and inland free surface waters. The chapter by C. Gualtieri and G. Pulci Doria
deals with gas-transfer at an unsheared free surface, which can have significant impacts
on water quality in aquatic systems. First, the effects of the properties of the gas being
transferred and of turbulence on gas-transfer rate are discussed. Then, conceptual models
are proposed to calculate the gas-transfer rate, including recent developments resulting
from both experimental and numerical methods. The next chapter by H. Chanson covers
advection-diffusion of air bubbles in turbulent water flows. Herein, air bubble entrainment
is defined as the entrainment or entrapment of undissolved air bubbles and air pockets by
the flowing waters. After a review of the basic mechanisms of air bubble entrainment in
turbulent water flows, it is shown that the void fraction distributions may be represented
by analytical solutions of the advection-diffusion equation for air bubbles. Later the micro-
structure of the air–water flow is discussed, and it is argued that the interactions between
entrained air bubbles and turbulence remain a key challenge.

Part three of the book deals with fluid mechanical processes at the interface between
water or atmosphere and biotic systems. The chapter by D. Mihailović presents transport
processes in the system comprised of the soil vegetation and lower atmosphere. The chapter
shortly describes the interaction between land surface and atmosphere, such as interaction
of vegetation with radiation, evaporation from bare soil, evapotranspiration, conduction of
soil water through the vegetation layer, vertical movement in the soil, run-off, heat conduc-
tion in the soil, momentum transport, effects of snow presence, and freezing or melting of
soil moisture. The chapter also includes a detailed description and explanation of governing
equations, the representation of energy fluxes and radiation, the parameterization of aero-
dynamic characteristics, resistances and model hydrology. The next chapter by B. Lalić and
D. Mihailović covers turbulence and wind above and within the forest canopy and is focused
on forest architecture and on turbulence produced by the friction resulting from air flow
encountering the forest canopy. An overview of different approaches oriented towards their
parameterization (forest architecture) and modeling (turbulence) is presented. The chapter
by P. Gualtieri and G. Pulci Doria deals with vegetated flows in open channels. Particularly,
the equilibrium boundary layer developing on a submerged array of rigid sticks and semi-
rigid grass on the vegetated bed is characterized based on experimental results carried out
by the authors. The last chapter, by G. Nishihara and J. Ackerman discusses the interaction
of fluid mechanics with biological and ecological systems. Transport processes in aquatic
environments are considered for both pelagic and benthic organisms (those respectively
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within the water column and at the bottom). The particular issues related to mass transfer
to and from benthic plants and animals are considered in detail.

The editors wish to thank all the chapter authors for their continuous and dedicated
effort that made possible the realization of this book. The editors also thank the anonymous
reviewers of the project for their thoughtful and detailed suggestions that have improved both
the contents and presentation of this book. The editors finally acknowledge with gratitude
the assistance of the Editorial Office of Taylor & Francis and, especially, of Dr. Janjaap
Blom and Richard Gundel.

Carlo Gualtieri
Dragutin T. Mihailović
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CHAPTER ONE

Environmental fluid mechanics: Current issues
and future outlook

Benoit Cushman-Roisin
Thayer School of Engineering, Dartmouth College
Hanover, New Hampshire, USA

Carlo Gualtieri
Hydraulic and Environmental Engineering Department
University of Napoli Federico II, Napoli, Italy

Dragutin T. Mihailović
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1.1 FLUIDS IN THE ENVIRONMENT

All forms of life on earth are immersed in a fluid or another, either the air of the atmosphere
or the water of a river, lake or ocean; even, soils are permeated with moisture. So, it is no
exaggeration to say that life, including our own, is bathed in fluids. A slightly closer look
at the situation further reveals that it is the mobility of fluids that actually makes them so
useful to the maintenance of life, both internally and externally to living organisms. For
example, it is the flow of air that our lungs that supplies oxygen to our blood stream. The
forced air flow created by our respiration, however, is not sufficient; without atmospheric
motion around us, we would choke sooner or later in our own exhaust of carbon dioxide.
Likewise, most aquatic forms of life rely on the natural transport of water for their nutrients
and oxygen. Our industrial systems, which release pollution on a continuing basis, would
not be permissible in the absence of transport and dilution of nearly all emissions by ambient
motions of air and water.

In sum, natural fluid motions in the environment are vital, and we have a strong incentive
to study the naturally occurring fluid flows, particularly those of air in the atmosphere and of
water in all its streams, from underground aquifers to surface flows in rivers, lakes, estuaries
and oceans.

The study of these flows has received considerable attention over the years and has
spawned several distinct disciplines: meteorology, climatology, hydrology, hydraulics,
limnology and oceanography. Whereas the particular objectives of each of these disci-
plines, such as weather forecasting in meteorology and design of water-resource projects in
hydraulics, encourage disciplinary segregation, environmental concerns compel experts in
those disciplines to consider problems that are essentially similar: the effect of turbulence on
the dispersion of a dilute substance, the transfer of matter or momentum across an interface,
flow in complex geometries, the rise of a buoyant plume, and the impact of flow over a
biotic system.
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The study of environmental flows is also fully integrated in the contemporary emphasis
on environmental impacts and sustainable life on planet Earth. According to physicists,
the world scientific community will be occupied during the 21st century in large part by
problems related to the environment, particularly those stemming from the concern over
climate change (Rodhe et al., 2000) as well as many other problems spanning a wide range
of spatial and temporal scales. This marks the first time in the history of science that
environmental problems lie at the forefront of scientific research.

The following chapters of this book are illustrative of a number of these problems. The
common points encourage interdisciplinarity to a degree that is increasing in proportion
to the acuity of our environmental problems. This overlap between the various disciplines
concerned with the environmental aspects of natural fluid flows has given rise to a body of
knowledge that has become known as Environmental Fluid Mechanics. The interdisciplinary
aspects become especially manifest in the study of processes at the interfaces between
environmental systems.

1.2 SCOPE OF ENVIRONMENTAL FLUID MECHANICS

In the light of the preceding remarks, we can propose a definition: Environmental Fluid
Mechanics (EFM) is the scientific study of naturally occurring fluid flows of air and water
on our planet Earth, especially of those flows that affect the environmental quality of air
and water. Scales of relevance range from millimeters to kilometers, and from seconds
to years.

According to the preceding definition, EFM does not extend to fluid flows inside organ-
isms, such as air flow in lungs and blood flow in the vascular system, although these can
be classified as natural. Rather, these topics more properly belong to specialized biological
and medical sciences, which have little in common with studies of outdoor fluid flows.

The preceding definition also distinguishes EFM from classical fluid mechanics, the lat-
ter being chiefly concerned with artificial (engineered) fluid motions: flows in pipes and
around airfoils, in pumps, turbines, heat exchangers and other machinery that utilizes flu-
ids. In so doing, it treats many different types of fluids and under vastly different pressures
and temperatures (Munson et al., 1994). By contrast, EFM is exclusively concerned with
only two fluids, air and water, and moreover under a relatively narrow range of ambient
temperatures and pressures. Ironically, while classical fluid mechanics tends to view turbu-
lence as a negative element, because it creates unwanted drag and energy loss, EFM accepts
turbulence as beneficial, because it favors rapid dispersion and dilution.

The objective of EFM also differs from that of hydraulics, which deals exclusively with
free-surface water flow (Chow, 1959; Sturm, 2001). Traditionally, problems in hydraulics
have addressed the prediction and control of water levels and flow rates, but the realm of
hydraulics has recently been shifting considerably toward environmental concerns (Singh
and Hager, 1996; Chanson, 2004). This situation has arisen because it has now become
equally important to estimate the effect of turbulent mixing, erosion and sedimentation, and
their effects on water quality as it has been to calculate pressures against structures and
predict floods. Because of its similarities with other natural fluid flows, the environmental
component of hydraulics is incorporated in EFM.

Geophysical fluid dynamics, which studies the physics of atmospheric and oceanic
motions on the planetary scale (Cushman-Roisin, 1994), is another branch of fluid mechan-
ics that overlaps with EFM. In geophysical fluid dynamics, however, the strong effect of
planetary rotation relegates turbulence to secondary status. Put another way, the two main
ingredients of geophysical fluid dynamics are stratification and rotation, whereas those of
EFM are stratification and turbulence.
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Other cousin disciplines are limnology (study of lakes; ex. Imberger, 1998) and hydrology
(study of surface and subsurface water; ex. Brutsaert, 2005). Table 1.1 recapitulates the
commonalities and differences between EFM and its cousin disciplines highlighting their
purpose, possibility of human control and the role of turbulence within them.

Table 1.1. Topical comparison between Environmental Fluid Mechanics and related disciplines.

Environmental Fluid Geophysical Hydraulics Hydrology
Fluid Mechanics Fluid
Mechanics Dynamics

Air example Sea breeze Airfoil Storm – –
Water example Danube River Pump Gulf Stream Dam Watershed
Turbulence Beneficial Detrimental Secondary Secondary Unimportant

(Dilution) (Drag) importance importance
Human control Limited Dominant Nil Dominant Limited
Purpose Prediction & Design & Prediction & Design & Prediction &

Decision Operation Warnings Operation Decision

Finally, it is worth situating the purpose of EFM among that of the other disciplines.
Because no one can affect in any direct way the flow of air and water on planetary scales,
geophysical fluid dynamics, meteorology and oceanography aim solely at the understand-
ing and prediction of those flows. In contrast, the primary objectives of traditional fluid
mechanics and hydraulics are design and operation. Environmental fluid mechanics finds its
purpose between those extremes; like hydrology and limnology, it is aimed at prediction and
decision. Indeed, typical problems in EFM concern the prediction of environmental-quality
parameters that depend on natural fluid flows, such as bedload transports and pollution
levels. EFM also extends into decision making. Decisions in the realm of EFM, however,
do not address how natural fluid flows can be controlled or modified, but rather how inputs
from human activities can be managed as to minimize their impact downstream. A typical
example is the design of a smokestack (with decisions regarding its location, height, diam-
eter and rate of output) in order to avoid certain levels of ground pollution within a certain
radius around its base. Another pertinent example is the management of a lake that is used
as a drinking water reservoir but is unfortunately contaminated by methyl tertiary-butyl
ether (MTBE). This contaminant. which is an oxygenated compound that has been added
to gasoline in the USA, is released in the lake by recreational vehicles. Since gas-transfer,
that is volatilization, is believed to be the main removal process of MTBE from the lake, the
assessment of MTBE volatilization rate is a critical point for the use of the lake for water
supply (Gualtieri, 2006). This example points out another feature of EFM, namely that EFM
processes often involve exchange processes between the boundaries of different systems,
such as the interface between a water body and the atmosphere or between the atmosphere
and the land surface. An overview of these processes will be proposed later in Section 1.5.

EFM thus considers only two fluids, air and water, and each within a relatively narrow
range of values, never far from ambient temperatures and pressures, one may then be tempted
to ask: Shouldn’t such study be relatively straightforward? Why should an entire discipline
be devoted to such a narrow object of inquiry? The answers to these questions lie in the
several complexities which EFM needs to confront. First, the domain size is typically very
large, large enough to enable a number of distinct processes to play simultaneous roles, and
it is not uncommon to encounter a hierarchy of processes embedded into one another. For
example, sea breeze near the seashore is a larger-scale manifestation of convection and at
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the same time a smaller-scale component of the local meteorology. Second, the geometry
is typically complex, with irregular topography and free surfaces. Third, processes at inter-
faces, the particular subject of this book, often play a controlling role in the entire system,
and details matter for the whole. Fourth, fluid turbulence, although an incompletely known
subject of physics, is central to friction, dispersion and dilution in environmental fluids.

1.3 STRATIFICATION AND TURBULENCE

Stratification and turbulence are two essential ingredients of EFM. Stratification occurs
when the density of the fluid varies spatially, as in a sea breeze where masses of warm and
cold air lie next to each other or in an estuary where fresh river water flows over saline
seawater. Such situations with adjacent masses of lighter and denser fluid create buoyancy
forces that strongly control the flow by either generating or restricting vertical motion.

1.3.1 Stratification

Stratification is to be distinguished from compressibility. Compressibility, or the variation
of density under changing pressure, is responsible for the propagation of sound waves.
Intuitively, it is evident that the propagation of sound waves (acoustics) is not relevant to
environmental fluid motions. This is because the typical speeds associated with movements
of air and water in nature are much less than the sound speed; i.e. the Mach number (ratio
of fluid velocity to sound speed) is much less than one. In contrast to compressibility,
stratification arises because density varies with temperature through what is commonly
called thermal expansion: heat dilates the fluid1, so that warm fluid expands and cold fluid
contracts. This effect is often important in natural fluid systems because thermal contrasts
across the system create buoyancy forces that may not be negligible, imparting to the fluid
a tendency to arrange itself vertically with the denser fluid sinking to the lowest places and
the lighter fluid floating on top. Such layering of the fluid according to density, from the
heaviest at the bottom to the lightest at the top, is what is properly called stratification.
But, the word stratification has been enlarged to encompass any situation in which density
differences are important, regardless of whether they occur in the vertical or the horizontal
or both, and whether they are caused by heat or another agent such as salinity (in seawater),
moisture (in atmosphere), or suspended matter (in turbid water).

Although a certain degree of stratification is always present in environmental systems, its
dynamical effects are not necessarily important in every single instance. There are indeed
cases, such as shallow-river flows, where buoyancy forces exert a negligible effect among
the other forces at play. To ascertain the importance of density stratification in a particular
situation, we can use the following rule. Under the action of gravity, fluid masses of different
densities tend to flow so that the heavier ones occupy the lower portion of the domain and
the lighter ones the upper portion. In the absence of mixing along the way and of other
forces besides gravity, the ultimate result would be a vertical arrangement of horizontal
layers with density increasing monotonically downward, which corresponds to a state of
least potential energy. The action of other forces, however, create motions that disturb such
equilibrium, tending to raise heavier fluid and lower lighter fluid against their respective
buoyancy forces. The result is an increase of potential energy at the expense of a portion
of the kinetic energy contained in the motion. Therefore, the dynamical importance of
stratification can be estimated by comparing the levels of potential and kinetic energies
present in the system under consideration.

1 With the exception of fresh water below 4◦C.
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In most environmental applications, fluid parcels (air or water) undergo only very mod-
erate density variations. For example, a water parcel on the surface of a lake when subjected
to solar heating that increases its temperature by 10◦C (which almost never occurs) has its
density reduced by less than 0.3%! By contrast, we think of the air in the atmosphere as
being very compressible, and it is so, but nonetheless the compressibility of air is unim-
portant in most environmental situations, because air parcels traveling with winds remain
within a narrow range of pressures and temperatures and experience density variations that
are usually less than 5%. With this in mind, we can write the density ρ of the fluid (mass
per volume, in kg/m3), as the sum of two terms:

ρ = ρ0 + ρ′ (1.1)

where ρ0 is a constant and ρ′ a variable but small perturbation. For ρ0, we can adopt the
following values:

• for air at standard temperature (15◦C) and pressure (101.33 kPa): ρ0 = 1.225 kg/m3;
• for freshwater at standard temperature (15◦C) and atmospheric pressureρ0 = 999 kg/m3;
• for seawater at standard temperature (10◦C) and salinity (35 ppt) ρ0 = 1027 kg/m3.

If the density perturbation ρ′ changes by a value �ρ over a height H of the fluid (height
over which vertical excursions take place), so that a fluid parcel at some level z has a density
equal to ρ0 +�ρ/2 and one at level z + H a density equal to ρ0 −�ρ/2 (Figure 1.1), an
exchange of volume V between those two parcels causes a rise in potential energy of the
heavier one by mgH = (ρ0 +�ρ/2)VgH and a simultaneous drop in potential energy of
the lighter parcel by (ρ0 −�ρ/2)VgH. The net change in potential energy is �ρVgH. On
the other hand, the kinetic energy is on the order of mU 2/2 per parcel, where U is a measure
of the fluid velocity in the system (such as a velocity at some inlet). For the pair of parcels,
this adds to (ρ0 +�ρ/2)VU 2/2 + (ρ0 −�ρ/2)VU 2/2 = ρ0VU 2. A comparison of potential
energy to kinetic energy leads to forming the ratio:

Ri = gH�ρ

ρ0U 2
(1.2)

after division by V . This ratio is called the Richardson number.

r0 � ∆r
1

2
z�H

r0 �  ∆r
1

2
z

Figure 1.1. Exchange between fluid parcels of different densities and at different heights. Because each
displacement is performed either against or with the force of gravity, the exchange causes a modification in

potential energy.

The value of the dimensionless ratio Ri permits to determine the importance of strati-
fication in a given system. If Ri is on the order of unity (say 0.1<Ri< 10, customarily
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written as Ri ∼ 1), a significant perturbation to the stratification can consume a major part
of the available kinetic energy, thereby modifying the flow field significantly. Stratification
is then important. If Ri is much greater than unity (Ri>> 1, or in practice Ri> 10), then
there is insufficient kinetic energy to perturb the stratification in any significant way, and
the latter greatly constrains the flow. But, on the other hand, when Ri is much less than unity
(Ri<< 1, or in practice Ri< 0.1), potential-energy variations created by vertical excursions
of the fluid against their buoyancy forces cause a negligible drop in kinetic energy, and the
stratification is easily erased by vertical mixing. In sum, stratification effects are negligible
whenever Ri<< 1 and important otherwise.

1.3.2 Turbulence

Turbulence is the term used to characterize the complex, seemingly random motions that
continually result from instabilities in fluid flows. Turbulence is ubiquitous in natural fluid
flows because of the large scales that these flows typically occupy. (The only significant
exception is the subsurface flow in porous soils where motion is very slow.) By vigorously
stirring the fluid, turbulence is an extremely efficient agent of dilution. This is a major
advantage in environmental systems. On the other hand, turbulence comes with a substantial
handicap: The complex motions that it generates are beyond any easy description, even by a
statistical approach. Some specific types of turbulent flow, such as homogeneous turbulence
and shear turbulence, can be described by limited theories and modeled with a good dose
of empiricism, but a complete theory of turbulence has not yet been formulated.

The level of turbulence in a fluid system is estimated by comparing the amount of kinetic
energy and the work of viscous forces. If ρ0 is again the average density value in the system,
U a typical velocity value, L a characteristic length of the domain (such as its width or height),
and µ the viscosity of the fluid, then a measure of the kinetic energy per unit volume is
ρ0U 2/2, while the dissipative work done by viscous forces per unit volume is µU/L. The
ratio of these two quantities is (after removal of the factor 2 which is inconsequential in a
definition):

Re = ρ0U L

µ
(1.3)

This is the Reynolds number, ubiquitous in fluid mechanics. When Re is large, there is
ample kinetic energy and comparatively weak viscous dissipation; the fluid flows relatively
freely and is thus apt to exhibit complex spatial patterns and much temporal variability.
This is the case of turbulence. Hence, turbulence occurs whenever the Reynolds number is
large. There is rarely a precise value of the Reynolds number below which the flow is simply
structured (laminar flow) and above which turbulence occurs, but the transition typically
occurs at a Reynolds number of a few thousands. In environmental systems, with large
values of L and small values of µ [µ= 1.8 × 10−5 kg/m · s for air and 1.0 × 10−3 kg/m · s
for water], the value of Re almost invariably exceeds 106, and the flow is turbulent. The
questions that arise are how strong is the turbulence and what is its nature. Environmental
fluid turbulence can be broadly divided into two types: shear turbulence and convective
turbulence. Each type is characterized by a turbulent velocity scale, which can then be
compared to the mean flow velocity.

In shear turbulence (also called wall turbulence), the turbulent velocity scale is the friction
velocity u∗, defined as:

u∗ =
√
τ

ρ
, (1.4)
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where ρ is the fluid density and τ is the stress occurring at the boundary (Pope, 2000, page
269). The greater the stress against the boundary, the greater the shear in the mean flow, and
the greater its capacity to create turbulent eddies.

In convective turbulence, the turbulent velocity scale, usually denoted w∗ because it
measures the vertical velocity of rising or sinking thermals, is given by:

w∗ = (κ α g h Q)1/3 (1.5)

where κ= 0.41 is the von Karman constant, α is the thermal expansion coefficient, g the
earth’s gravitational acceleration, h the height of the system, and Q the kinematic heat flux
(actual heat flux divided by the fluid’s density and heat capacity) (Cushman-Roisin, 1994,
page 165). Which among u∗ and w∗ is largest and how the latter compares to the mean flow
directly affect the importance of turbulence in an environmental flow.

The two ingredients of EFM, stratification and turbulence, act generally in competition
with each other. Oftentimes, the buoyancy forces of stratification tend to quench turbulence,
because vertical movements against buoyancy forces consume kinetic energy to increase
potential energy. On the other hand, turbulent motions are capable of mixing the fluid and
therefore of reducing the density differences that create stratification. An exception to the
rule is convection, which occurs when an unstable, top-heavy stratification releases potential
energy that feeds turbulent kinetic energy.

1.4 SCALES, PROCESSES AND SYSTEMS

Environmental problems appear different at different scales, requiring various approaches
for their investigation and solution. Likewise, Environmental Fluid Mechanics takes
different forms depending on the scale of investigation.

The shortest relevant length scale is that of the smallest turbulent eddy, called the
Kolmogorov scale, where viscosity quenches turbulence. It is typically less than a mil-
limeter in environmental fluid flows. Computer models cannot resolve this scale, but it is
nonetheless important because it is near this scale that molecular diffusion occurs inside the
flow and skin effects take place on the interfaces.

The next scale characterizing EFM motions is usually the local level, where the smaller
geometrical dimensions of the system come into play, such as the overall roughness of a
vegetated surface, the shape of buildings in an airshed, or the structure of a river channel.
At this level, the focus is usually on resolvable details of the flow or the concentration field
in the vicinity of a single source, such as the jet caused by the discharge of an industrial
waste in a body of water or the plume originating from a release of hot gases from a
smokestack (Figure 1.2). The understanding of such phenomena proceeds from studies
of specific processes. The same process is likely to be present in different environmental
systems under almost identical forms. For example, shear-flow instability occurs in the
lower atmosphere, in estuaries and also in the near-surface circulation of a lake. Likewise,
convective motions driven by top-heavy stratification follow similar dynamics regardless
whether they occur in air or water. The same mathematical formulation will therefore be
useful in more than one application.

At the next larger level, one considers entire systems, such as a stretch of river, an entire
lake, an aquifer, or an urban airshed. In those systems, fluid motions result from several
processes acting simultaneously. For example, lake dynamics are characterized by a mix of
wind-driven currents, gravity waves, thermal stratification, and winter convection. As one
proceeds toward longer scales, one begins to encounter systems of systems, for example,
a hydrologic network consisting of multiple river branches and lakes, or the meteorology
over a heterogeneous land area.
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Figure 1.2. A smokestack plume. Note the turbulent billowing inside the plume, which is the cause of its gradual
dispersion in the ambient atmosphere. (Photo by the first author).

Table 1.2 lists the typical length, velocity, and time scales of the most common environ-
mental fluid processes and systems. Not surprisingly, larger systems evolve on longer time
scales, with the exception of ocean tides. Depending on the size of the system under consid-
eration, the spatial scale can be regional, continental or even global. As the scale increases,
some processes may yield precedence to others. For example, as one approaches continental
and global scales, turbulence becomes increasingly less important, and planetary rotation
becomes dominant. At the limit of the entire globe, mass budgets (ex. of greenhouse gases)
also become important because there is (almost) no escape from the earth.

1.5 EFM PROCESSES AT ENVIRONMENTAL INTERFACES

In Section 1.2, EFM was defined as the scientific study of naturally occurring fluid flows
of air and water on our planet Earth, especially of those flows that affect the environmental
quality of air and water. In fact, these flows carry various substances that can modify envi-
ronmental quality or be considered as indicators of environmental quality. These substances
of concern may be gases, solutes or solids, and they can be naturally present or be produced
by human activities. Anthropogenic contaminants can often create severe hazards for both
human and environmental health.

There are two primary modes of transport that fall under the scope of EFM are:

• advection, which is the transport by the flow of the fluid itself;
• diffusion, which is the transport associated with random motions within the fluid. These

random motions occur at the molecular scale producing molecular diffusion or are
caused by turbulence, causing turbulent diffusion. Molecular diffusion tends to be
important in the close vicinity of interfaces, regulating for example the passage of a
soluble gas between air and water, while turbulent diffusion tends to act mostly within
the body of the system.



Environmental Fluid Mechanics: Current Issues and Future Outlook 9

Table 1.2. Length, velocity and time scales of environmental fluid processes and systems.

Horizontal Vertical Velocity Time
length length scale U scale T
scale L scale H

Processes:
Microturbulence 1–10 cm 1–10 cm 1–10 cm/s few seconds
Shear turbulence 0.1–10 m 0.1–10 m 0.1–1 m/s few minutes
Water waves 0.1–10 m 1–100 cm 1–10 m/s seconds to minutes
Convection 10–1000 m 1–1000 m 0.1–1 m/s hours, days or seasons

Atmospheric systems:
Urban airshed 1–10 km 100–1000 m 1–10 m/s hours
Sea breeze 1–10 km 100–1000 m 1–10 m/s hours
Thunderstorms 1–10 km 100–5000 m 1–10 m/s hours
Mountain waves 1–10 km 10–1000 m 1–10 m/s days
Tornado 1–10 km 100–1000 m 100 m/s minutes to hours
Hurricane 1–10 km 10 km 100 m/s days to weeks
Weather patterns 1–10 km 10 km 1–10 m/s days to weeks
Climatic variations Global 50 km 1–10 m/s decades and beyond

Water systems:
Aquifers 1–1000 km 10–1000 m 1–10 m/s seasons to decades
Wetlands 10–1000 m 1–10 m 1–10 m/s days to seasons
Small stream 1–10 m 0.1–1 m 1–10 m/s seconds to minutes
Major river 10–1000 m 1–10 m 1–100 cm/s minutes to hours
Lakes 1–100 km 10–1000 m 1–10 m/s days to seasons
Estuaries 1–10 km 1–10 m 0.1–1 m/s hours to days
Oceanic tides basin size basin depth 0.1–10 m/s hours
Coastal ocean 1–100 km 1–100 m 0.1–1 m/s few days
Upper ocean 10–1000 km 100–1000 m 1–100 cm/s weeks to decades
Abyssal ocean global basin depth 0.1–1 cm/s decades and beyond

Moreover, a large number of substances of environmental concern are simultaneously
subjected to various transformation phenomena:

• physical transformation, caused by physical laws, such as radioactive decay;
• chemical transformation, produced by chemical reactions, such as hydrolysis and

photolysis;
• biochemical transformation, due to biological processes, such as the uptake of nutrients

by organisms and oxidation of organic matter.

When they reduce the level of contamination or the pollution hazard, transformation phenom-
ena are beneficial to the environment. There are occasions, however, when the transformation
creates a new substance that has adverse effects, called a secondary pollutant. A most
important example of this is the formation of tropospheric ozone from nitrogen oxides by
photochemical reactions.

Both transport and transformation processes investigated by EFM can occur either within
one of the environmental fluid systems (atmosphere, hydrosphere) or at the interface with
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the lithosphere or biosphere. An environmental interface can be defined as a surface between
two either abiotic or biotic systems that are in relative motion and exchange mass, heat and
momentum through biophysical and/or chemical processes. These processes are fluctuating
temporally and spatially. The study of interfaces is a crucial prerequisite toward a better
understanding of the environment, but it is enormously complex and it is expected to occupy
scientists for some significant time in the future (Mihailović and Balaz, 2007).

In EFM, four main environmental interfaces need be considered, which are: air–water, air–
land, water–sediment, and water–vegetation interfaces. They are affected by the following
processes:

• The air–water interface is subjected to momentum, heat and mass transfer. the main
actor in momentum transfer is the shear stress exerted as the result of a difference
between wind speed and direction in the air and the surface velocity in the water.
The shear stress generates a wave field, part of which goes to creating surface drift
currents. the accompanying surface heat transfer represents a relevant source or sink
of heat in producing the thermal structure of a water body. Finally, several chemicals
are transferred upward to the air or downward to the water depending on the substances
involved and departure from equilibrium (Henry’s Law). This process is termed gas-
transfer. Hence, gas transfer of a volatile or semi-volatile chemical is a two-way process
involving both dissolution by the water and volatilization into the air across an air–water
interface. Finally, air-entrainment is the entrapment of undissolved air bubbles and air
pockets by the flowing water (chanson, 2004);

• The air–land interface is a complex one that connects non-liquid terrestrial surfaces
with the atmosphere. Examples are bare soil, desert, rocky land, ice, vegetative cover,
buildings, and their non-homogeneous combinations. The physical state of the atmo-
sphere is defined by its temperature, humidity, wind speed, and pressure. The question
is: How does the atmosphere evolve its physical state? To answer this question we must
determine the fluxes of heat, energy and momentum into and out of the air–land inter-
face. A particular type of interface is the biosphere, which introduces characteristics
of living organisms. The rates at which trace gasses and energy are transferred through
the air–biosphere interface depend upon a complex and non-linear interplay among
physiological, ecological, biochemical, chemical and edaphic (soil) factors as well as
meteorological conditions;

• The water–sediment interface, which is very difficult to define precisely, is subjected
to several complicated physical and chemical processes responsible for exchange of
solids and solutes between the water column and the sediment bed. The physical pro-
cesses involving the solids are settling, sedimentation and resuspension. settling is the
downward movement of sediment particles due to their negative buoyancy. Sedimenta-
tion occurs once the settled particles reach the bottom and join the sediment bed, while
resuspension is the process by which particles of the bed are entrained upward into the
water column, usually by shear flow. Furthermore, diffusive exchanges, either molec-
ular or turbulent and including adsorption/desorption, can occur between the water
column and the sediment bed. Also, the bed solutes can be subjected to advection and
diffusion. Bioturbation is the mixing of sediment by small organisms, usually worms,
living in the upper layers of the sediment;

• The water-vegetation interface is a relatively new subject of study, which considers
the interaction between the flowing waters and submerged and/or emerged vegetation.
Besides the transfer of substances between vegetation and water, the problem is com-
plicated by the fact that the vegetation can deform under the passage of the water flow.

The previous overview points to the number and complexity of EFM processes occurring
at the interfaces among environmental systems and explain why theoretical, laboratory,
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field and numerical studies have only begun recently to investigate EFM processes at
environmental interfaces and to elucidate their role and effects on environmental quality.

1.6 CHALLENGES OF ENVIRONMENTAL INTERFACES MODELING

As previously outlined, the field of EFM abounds with various interfaces and can serve as
an ideal platform for the application of new and fundamental approaches leading towards
a better understanding of interfacial phenomena. The preceding definition of an environ-
mental interface broadly covers the requisite multidisciplinary approach so necessary in
environmental sciences and yet permits approach by well established scientific methods
that have been developed to study the environment within approximations and assumptions
designed to alleviate the complexity of the problems. Nonetheless, we anticipate that the
next generation or two of EFM scientists will be confronted by the following challenges.

First is the seemingly perpetual problem of fluid turbulence. Without hoping for a miracu-
lous new theory for all forms of fluid turbulence, EFM scientists are asked to continue forging
new methods to deal effectively with its effects on environmental processes, particularly
shear flow, convection, instabilities, and contaminant dispersion.

On the field side of the discipline, there is a strong need for observational techniques,
including new instrumentation, to measure concentrations and fluxes in the very proximity
of interfaces. This is particularly challenging not only because interfaces tend to be ill-
defined at close range but also because instrumental probes run the risk of interfering with
the situation that one is trying to observe in its natural manifestation. In that respect, remote
sensing offers a unique advantage.

This leads us to another and relatively profound question: In which circumstances should
we view the environmental interface as a fractal surface? And, if such is the case, how can
this be accomplished most clearly and effectively in our models?

It goes without saying that computer models are ever more powerful. However, the time
when a computer exists that will permit the simulation of an environmental system down to
its micro-level (ex. urban-scale airshed model down to the size of an individual sediment
particle or river model down to the size of an air bubble) is still in the distant future.
Parameterization techniques will continue to be necessary for the undetermined future.
Yet, these techniques are not stagnant; they need to evolve as the shortest resolved scale
diminishes in the numerical models and as our discoveries and understanding of the factors
at play demand the inclusion of evermore more processes in the models.

One particular need for in-depth inquiry, which arises in the context of environmental
remediation, is the study of particle-particle interaction inside of a flowing fluid. The current
state of the art remains largely empirical, and serious efforts need to be made to move
gradually toward a science-based approach to the related processes.

At the opposite end of the spectrum, on the very largest spatial and temporal scales,
EFM scientists are called to be ever more conscious of planetary limits and climatic impli-
cations. Acute questions concern the sustainability of water resources and the capacity of
environmental systems (atmosphere, hydrosphere, lithosphere and biosphere) to assimilate
our waste.

EFM modellers base their calculations on mathematical models for the simulation and
prediction of different processes, which are most often non-linear, describing relevant quan-
tities in the field of consideration (Monteith and Unsworth, 1990). Many investigators have
proved that complex dynamical evolutions lead to chaotic regime. A small tuning of initial
conditions may lead the numerical model to instability if the system is a chaotic one. The
aforementioned instabilities can be generated in temporal fluctuations on all space-time
scales ranging from turbulence to climate. These kinds of uncertainties tend to take place at
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the interface between two environmental media. The land–air interface of the lower atmo-
sphere and many other environmental interfaces are illustrative examples of the occurrence
of irregularities in the temporal variation of some geophysical quantities (Figure 1.3).

90

Ly
ap

u
n

o
v 

ex
p

o
n

en
t

�3.0

�2.5

�2.0

�1.5

�1.0

�0.5

0.0

�0.5

�1.0

95 100 105 110 115 120

Surface heat capacity (in kJ per m2 and �C)

Figure 1.3. Dependence of Lyapunov exponent on soil surface heat capacity. The spectrum is obtained from
dimensionless temperature as solution of the energy balance equation for the interface between land and lower

atmosphere when the energy is exchanged by all three known mechanisms. Positive values correspond to
temporal growth and hence chaotic behaviour.

APPENDIX—LIST OF SYMBOLS

List of Symbols

Symbol Definition Dimensions or Units

H vertical length scale [L]
L characteristic length scale [L]
Q kinematic heat flux [K LT−1]
Re Reynolds number
Ri Richardson number
T time scale [T]
U fluid velocity [L ·T−1]
V volume exchanged [L3]
g gravitational acceleration constant [LT−2]
h system height [L]
m mass [M]
u∗ shear or friction velocity [L ·T−1]
z vertical coordinate [L]
�ρ change in density value [M L−3]
α thermal expansion coefficient [K−1]
κ Von Karman constant
µ fluid dynamic viscosity [M L−1 T−1]
ρ fluid density [M L−3]
τ shear stress [M L−1 T−2]
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Mihailović, D., and Balaz, I., 2007, An essay about modelling problems of complex systems

in environmental fluid mechanics. Idojaras (In press).
Monteith, J. L., and Unsworth, M., 1990, Principles of Environmental Physics, Second

Edition. Elsevier, 304 pp.
Munson, B. R., Young, D. F., and Okiishi, T. H., 1994, Fundamentals of Fluid Mechanics,

2nd ed., John Wiley & Sons, 893 pp.
Pope, S. B., 2000. Turbulent Flows, Cambrige University Press, 771 pp.
Rodhe, H., Charlson, R. J., and Anderson, T., 2000, Avoiding circular logic in climate

modeling. An editorial essay, Clim. Change, 44, 409–411.
Singh, V. P., and Hager, W. H., eds., 1996, Environmental Hydraulics, Kluwer Academic

Pub., 415 pp.
Sturm, T. W., 2001, Open Channel Hydraulics, McGraw-Hill, 493 pp.





Part one
Processes at atmospheric interfaces





CHAPTER TWO

Point source atmospheric diffusion

Borivoj Rajković
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ABSTRACT

This chapter covers some theoretical aspects and several areas of modelling of atmospheric
dispersion of a passive substance. After the introduction there is a section with fundamentals
about molecular diffusion. It has a derivation of Fick’s law including sinks and sources of a
passive substance. Some simple cases of source and sinks are presented and their physical
meaning discussed. In the end, we examine the point source substance diffusion in the case
of a constant wind.

After molecular mechanism of diffusion, we look at its generalization, the turbulent
diffusion, how it arises and its problems from the modelling point of view. Finally, we
present some results like Taylor’s theorem and Richardson’s approach.

The second part of the chapter covers the economical models for the point source diffu-
sion. The starting point is Gaussian model. First, we give a derivation of the concept and
its several variants that are most common. Next, we discuss some of the limitations that are
inherent to this approach, and present an example where one gets quite nice results in spite
of all possible criticism of the Gaussian approach. The standard Gaussian model has serious
problems in two situations, when the wind is changing either in time or in space or if the size
of the domain is large. In order to address these problems modellers have taken the next step
creating the concept of Puff models. Instead of a single puff and its advection downwind,
together with the appropriate lateral spreading, now there is a series of such puffs, which
are consequently released. Spreading and advection of each puff is done according to its
position and the moment of release; thus, such model is able to take into account possible
changes/variations both in time and space. We present the concept and its basic characteris-
tics and then we offer some ideas of its potential. Finally, we show several examples where
this approach had been used.

Whether we have Gaussian or Puff type model, in any case, we still have to be
able to calculate the amount of the deposited substance on the ground at a given loca-
tion. So, this chapter ends with subsection about the parameterizations of wet and dry
deposition.
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2.1 FOREWORD

It is clear that in the era of massive pollution of air, water and land, there is a great
need for a reliable method of calculating spreading of various substances that are con-
stantly injected in the atmosphere. The nature of the flow in the lowest part of the
atmosphere makes this task quite a complicated one. So, we set an additional condi-
tion that method of calculation should have some degree of efficiency even if we have
to sacrifice some of the features of the problem. Fortunately, a combination of empirical
experience and theory that has been advanced in the last 100 years and the rapid progress
in the computer power make it possible to approach the problem and have a decent level of
success.

The usual starting point in the problem of diffusion of a passive substance is the so called
“point” source which may be either instantaneous where we have a single “puff” emitted
or continuous with a release that lasts for some time. From the methodological point of
view, starting point can be molecular diffusion. After we have introduced basic concepts
and given some results we can start with so called turbulent diffusion. This concept is trying
to take into account the turbulent nature of the atmospheric flow. That turned out to be
and still is a very complex problem yet unsolved. Some of the basic parameters, such as
the variance of the substance concentration both in direction of the wind and in the lateral
directions, are still not expressed in terms of the velocity fields. This is well known problem
of the “closure” of the equations of motions. There are several approaches in solving this
problem but none are complete solution of the problem. Fortunately, from the large accu-
mulation of measurement data, values of these basic parameters are known with sufficient
accuracy. In combination with some theory, they constitute an acceptable tool in solving the
problem.

The class of models thus formed are Gaussian and later Puff type models. They are
a combination of empirical experience and a classical Fick’s approach to the problem of
diffusion. From the pure theoretical point of view we have two important results/concepts
in treatment of the turbulent diffusion, Taylor’s theorem and Richardson’s formulation of
the problem. Taylor’s theorem explains why turbulent diffusion is scale dependent problem
and even makes a prediction of the spreading of a “cloud” of a passive substance at the
very beginning stage and at the final stage. Beginning and final stage relative to the integral
time scale. Interestingly, at about the same time Richardson developed a theory that offered
a radical new approach to the solution of the problem. He substitutes a new variable the
so-called distance–neighbour function that depends only on the scale of the spreading cloud
for density distribution in x, y and z. From the mathematical point of view we are solving a
partial differential equation by introducing an integral transformation which leads to a new
equation of the same form as Fick’s equation but with a variable coefficient of “viscosity”.
He managed to get the form of the new mixing coefficient using all available empirical data.
Unfortunately, the theory does not contain the “inverse” transformation from the distance–
neighbour function to the normal distribution of passive substance in 3-D (x, y, z) space.
There is an alternative, at least in theory. We might seek the solution in the framework of
full three dimensional prognostic model, very much like the ordinary problem of weather
forecasting. The problem is that usually we do not have sufficient knowledge about the
starting wind field structure and, even less, about the changes that occur at the boundaries
of the domain in which we are trying to make the prediction.

So, for the time being if efficiency of the method is of paramount importance one would
still work with a Gaussian type model with all its enlargements that will account for some
of its deficiencies. If computer power is not an issue and the problem’s setup allows, we can
use Puff type model. In the end, we should mention the inverse modelling techniques, such
as those based on the Bensian statistics or Kalman filtering.
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2.2 DIFFUSION IN THE ABSENCE OF THE WIND

Diffusion is a term generally used for molecular dispersion of a passive substance consisting
of gasses or very small particles. The basic quantity is concentration of the substance, χ,
which can be either the number of particles in a unit volume and has dimension of [L−3], or
the amount of mass in one kilogram of air expressed in non-dimensional units or the volume
of gas in a unit volume of air. The assumption that particles are very small means that we
can neglect the influence of gravity and effectively treat the substance as a gas.

In a relatively calm weather, the diffusion goes down the gradient of its concentration,
i.e. from the region of higher concentration to the regions of smaller concentrations. The
relation between flux, which is a mass of substance that is transported through the unit
area in one second, and the gradient of concentration, can be expressed by Fick’s law of
diffusion. The basic assumption is that this transport is proportional to the gradient of the
concentration. Let the sides of the elementary volume be along the coordinate axes then the
flux through the unit area orthogonal to x-direction is

F(x) = −D
∂χ

∂x
. (2.1)

Constant of proportionality D can be derived from the molecular considerations within the
framework of ideal gas. Its value is about 10−7−10−5 [LT−1] depending on the kind of gas.
For the air we have the number Dair ≈10−5. The minus sign in Equation (2.1) denotes that
the transport is down the gradient of concentration. Convergence of that flux gives the rate
of change for χ,

dχ

dt
= dF

dx
(2.2)

which, under Fick’s assumption, becomes:

dχ

dt
= d

dx

(
D

dχ

dx

)
. (2.3)

In three dimensions we have

dχ

dt
= ∇(D∇χ). (2.4)

Constant D is kept “behind” differential operator for the more general case of variable D.
That is the case in turbulent diffusion when the flow is turbulent. Finally, if we have sources
or sinks, with known rates Src and Snk the diffusion equation becomes:

∂χ

∂t
= ∇(D∇χ) + Src + Snk. (2.5)

The Src measures the amount of gas being formed in a chemical transformation or the
amount of pollutant that is emitted from a chimney or some other point or dispersed source,
etc. The same goes for the Snk term. In order to avoid terminological confusion, we should
note that in the equations of motion the whole diffusion term is viewed as the Snk term.
So, solving Equation (2.5) means calculation of time evolution of spatial distribution for χ
given source(s) and sink(s) with appropriate initial and boundary conditions.
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Both, source and sink terms, may represent quite complicated processes so we have to
make smaller or larger simplifications which is usually referred to as parameterization. For
instance, in the case of a sink term, it is common that the rate of change is proportional to the
amount of the present passive substance. This is often the case in chemical transformations.
Its mathematical form is:

Snk = −σχ, (2.6)

where σ is a constant whose meaning will be soon apparent.
In order to get better understanding of the physical meaning of this assumption, we

will examine time evolution of χ in the windless case and no diffusion. In that case, one-
dimensional version of the Equation (2.5) reduces to:

dχ

dt
+ σχ = 0 (2.7)

which has the solution

χh(t) = χ0 exp(−σ · t) (2.8)

presented in Figure 2.1, the upper panel. So, this form of the sink term gives the exponential
decay of concentration with e−1 folding time of τ= 1/σ, i.e. after τ seconds the concentration
of substance roughly halves.
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Figure 2.1. The upper panel shows the solution of Equation (2.7) while the lower one of Equation (2.9).

Coming back to the Equation (2.5), in its dimensional version for the Src term, we start
with the simplest case of the constant source whose strength is equal to f , while the Snk
term is still of the form in the Equation (2.6). These assumptions give

dχ

dt
+ σχ = f . (2.9)
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Having in mind the solution from the previous case we seek the solution in the form:

χ(t) = χh(t)g(t) (2.10)

with χh(t) as

χh(t) = χ0 exp(−σ · t). (2.11)

After inserting this in the equation we get:

χh(t) = χ0 exp(−σ · t) + f

σ
(2.12)

presented in Figure 2.1, the lower panel.
The solution has two terms. The first term is transitional part of the solution and decays

with time. For large time or more precisely for time, t ≈ τ= 1/σ emerges a balance between
source and sink terms:

σχ ≈ Src. (2.13)

That will always happen no matter how weak or strong is the source since the sink term is
parameterized as proportional to the existing amount of passive material and is always able
to “catch up” with the increase of material given by Src. But, the most problematic aspect
of Equation (2.13) is that all “material” released stays very close to the point of release.
So, a mechanism that will spread χ is still missing. The spreading is done by the second
derivative, the “diffusion” term. To show that we add the diffusion term while for the source
term we choose the point source whose strength is Q. One of the ways to represent point
source is through Dirac’s delta function. With respect to time we will still restrict ourselves
to the steady case, i.e.

σχ = v
d2χ

dx2
+ Qδ(x − x0). (2.14)

Sink term Diffusion Point Source
This is non homogeneous equation that can be solved using the Green’s function approach.
Away from the source we have

σχ± = v
∂2χ±
∂x2

. (2.15)

This is homogeneous differential equation with boundary conditions χ± → 0 for x → ± ∞.
Since the coefficients are constant we can immediately write solutions in the form:

χ± = C± exp
[
±
√
σ

v
(x − x0)

]
. (2.16)
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The non homogeneous solution is a superposition of the solutions with the continuity
condition for χ(x) at x = x0. The condition for the first derivative at the point x = x0 we can
get if we integrate Equation (2.14) around that point,

σ

x0+ ε
2∫

x0+ ε
2

χdx = v
dχ

dx

∣∣∣∣
x0+ ε

2

− v
dχ

dx

∣∣∣∣
x0− ε

2

+ Q. (2.17)

If ε is very small there is a balance:

v
dχ

dx

∣∣∣∣
x0+

− v
dχ

dx

∣∣∣∣
x0−

+ Q = 0. (2.18)

Together with the continuity of χ we get

χ(x) = Q√
σ · v

{
exp
[−√

σ/v(x − x0)
]
, x > x0

exp
[−√

σ/v(x0 − x)
]
, x < x0

. (2.19)

This solution, shown in the Figure 2.2, is symmetric on both sides of x0 since we have the
constant coefficients problem. So, in the case of molecular diffusion and sink term whose
“activity” is proportional to the amount of the passive substance we get again exponential
decay, but now in space, away from the point source. The width of the distribution is
expressed through the ratio of σ/v. As before σ ·χ term keeps the passive substance close
to the source while diffusion term spreads it away from the source.
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Figure 2.2. Graphical representation of the solution of the Equation (2.14). Note the symmetry in the x direction.

Relative strength of those two terms will decide how wide/narrow is the cloud of released
material.
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2.3 DIFFUSION IN THE PRESENCE OF WIND

Now we introduce motion in the problem i.e. of advection of a passive and conservative
substance. A passive substance is a substance whose presence does not influence motion
but is only carried around by the wind. For instance, water vapour can be viewed as such
until condensation occurs. Smoke is another example. In small concentrations it can also be
regarded as passive substance. But in the situation of a large volcano eruption, it can block
the sun and therefore influence not only the motion but in the extreme event even the whole
climate. In the conservative case we have

dχ

dt
= 0, (2.20)

or explicitly

∂χ

∂t
+ v · ∇χ = 0. (2.21)

If the velocities in the problem are much smaller then the speed of sound, we can assume
that we have incompressible fluid for which continuity equation assumes quite simple form:

∇ · (vχ) = 0. (2.22)

This allows us to write conservation equation in the flux form as:

∂χ

∂t
+ ∇ · (vχ) = 0. (2.23)

Next we show (prove) that with the appropriate initial and boundary conditions the
conservation equation with Snk as in Equation (2.6) and general Src term:

∂χ

∂t
+ ∇ · (vχ) + σχ = f (2.24)

has a unique solution.
Let us consider a cylindrical region G bounded by side with area S and at the top and

bottom by surfaces St and Sb, respectively. We will denote the initial conditions with χ0 and
the boundary conditions with χs, valid at the sides of the cylinder S. For the velocity field
we will assume the no inflow condition, i.e. normal velocity component is zero at S and that
vertical velocity is also zero at the bottom and the top of the cylinder

un = 0 at S

w = 0 at z = 0; z = H . (2.25)

First we multiply Equation (2.24) with χ and get

∂χ2

∂t
+ ∇ · (vχ2) + σχ2 = f χ. (2.26)
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If we integrate it over the domain V , over time 0< t<T we get

∫
V

χ2

2
dV

∣∣∣∣∣∣
t=T

−
∫
V

χ2

2
dV

∣∣∣∣∣∣
t=0

+
T∫

t=0

dt
∫
V

∇
(

vχ2

2

)
+ σ

T∫
t=0

dt
∫
V

χ2dV

=
T∫

t=0

dt
∫
V

f χ dV . (2.27)

We then apply Gauss–Ostrogradsky’s theorem, the transformation of the volume integral
into surface integral:

∫
V

∇ ·
(

vχ2

2

)
dV =

∫
S

unχ
2

2
ds (2.28)

and get

∫
V

χ2

2
dV

∣∣∣∣∣∣
t=T

−
∫
V

χ2

2
dV

∣∣∣∣∣∣
t=0

+
T∫

t=0

dt
∫
S

unχ
2

2
ds + σ

T∫
t=0

dt
∫
V

χ2 dV

=
T∫

t=0

dt
∫
V

f χ dV . (2.29)

Now let us introduce new variables u+ and u− defined as

u+ =
{

un, un > 0
0, un < 0 (2.30)

and

u− = un − u+. (2.31)

With these definitions Equation (2.27) can be rewritten in the form

∫
V

χ2

2
dV

∣∣∣∣∣∣
t=T

+
T∫

t=0

dt
∫
S

u−
n χ

2

2
ds + σ

T∫
t=0

dt
∫
V

χ2dV

=
∫
V

χ2

2
dV

∣∣∣∣∣∣
t=0

−
T∫

t=0

dt
∫
S

u−
n χ

2

2
ds +

T∫
t=0

dt
∫
V

f χ dV . (2.32)
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Now suppose that there are two, different, solutions, χ1, χ2. In that case, due to the linearity
of the governing equation their difference is also a solution, i.e.

∂(χ2 − χ1)

∂t
+ ∇v(χ2 − χ1) + σ(χ2 − χ1) = 0. (2.33)

If we introduce a new variable ξ, defined as,

χ2 − χ1 = ξ, (2.34)

we have

∂ξ

∂t
+ ∇ · vξ + σξ = 0 (2.35)

while the boundary conditions

un = 0 at S; with un < 0 (2.36)

now become

ξ = 0 at S; with un < 0 (2.37)

and the integral Equation (2.33) becomes

∫
V

ξ2

2
dV

∣∣∣∣∣∣
t=T

+
T∫

t=0

dt
∫
S

u+
n ξ

2

2
ds + σ

T∫
t=0

dt
∫
V

ξ2 dV = 0 (2.38)

Since all integrands are positive definite, the above relation is true only if ξ= 0, which
means that

χ2 − χ1 = ξ. (2.39)

With that we have proved the uniqueness of the solution of the diffusion equation.
Next we analyze the wind case, with the point source, in the same way that we analyzed

the windless case. If we denote wind speed with u the governing equation is

u
dχ

dx
+ σχ = v

d2χ

dx2
+ Qδ(x − x0). (2.40)

Away from the source we have homogeneous equation(s)

u
dχ±
dx

+ σχ± = v
d2χ±
dx2

(2.41)

with the same boundary conditions as in the windless case χ± → 0 for x → ± ∞. We seek
particular solutions of Equation (2.41) in the form

χ±(x) = C± exp[±λ(x − x0)] (2.42)
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which, upon the substitution, leads to the quadratic equation for λ

λ2 + u

v
λ− σ

v
= 0 (2.43)

with roots

λ± = − u

2v
±
√
σ

v
+ u2

4v2
. (2.44)

Due to the condition χ+ → 0 as x → +∞ and because

u

2v
<

√
σ

v
+ u2

4v2
(2.45)

we discard the λ solution.
From the continuity of χ (x) and its first derivative we finally get

χ(x) = Q√
σ · v

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

exp

[
−
(√

σ

v
+ u2

4v2
− u

2v

)
(x − x0)

]
, x > x0

exp

[
−
(√

σ

v
+ u2

4v2
+ u

2v

)
(x0 − x)

]
, x ≤ x0

(2.46)

Depending on the sign of u (here we take u> 0) typical forms of these solutions are presented
in the Figure 2.3.
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Figure 2.3. Graphical representation of the solution of the Equation (2.27). Note the asymmetry in the x
direction.

Unlike the case of solution of Equation (2.14) this solution exhibits space asymmetry
which is a consequence of the presence of wind. Upwind we have “narrowing” of the
distribution while downwind “broadening” occurs.
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2.4 TURBULENT DIFFUSION

So far we have had diffusion (spreading) of a passive substance by the molecular processes
only. Due to the fact that diffusion coefficient is in that case a constant, mathematical
treatment of that problem is relatively easy. But, if a passive substance is released into
the atmosphere, most likely close to the ground, measurements show that spreading is
much stronger, by several orders of magnitude, than the calculations for the molecular
diffusion suggest. The reason for that is that flow near the ground is always turbulent. The
main characteristic of such flows is that they consist of large number of eddies with very
different sizes which constantly develop and decay. In the case of steady state turbulence,
the distribution of number of eddies is approximately constant. Its shape depends on several
parameters. The basic one is the amount of turbulent kinetic energy (TKE) and the next most
important is viscosity. The size of TKE depends on the wind shear and local stability near
the ground. The existence of eddies means that instead of molecular movement we have
large number of bigger and smaller vortices that carry around passive substance, i.e. we
have extremely complicated pattern of advection field resulting in very efficient diffusion.
The biggest eddies are of the order of several hundreds of meters while the smallest one are
small enough so that viscous dissipation is sufficient to transform all TKE into heat. This
prevents the formation of even smaller vortices and we are referring to the size of these,
smallest elements as Kolmogorof’s scale. Because of such large difference from the ordinary
diffusion a new name has been introduced turbulent diffusion.

Even such short description of the turbulent diffusion is sufficient to indicate that its
mathematical treatment must be extremely difficult. The spread of a cloud of a passive
substance results from the nonlinear interaction of the turbulent elements of the surrounding
air and eddies of a passive substance. The nature of the nonlinear interaction is that it is
local. To show that, let us assume that at a particular moment our cloud is very small
relative to the turbulent element so it is embedded in it. In that case cloud will be carried
around but without changes in its dimensions. This is depicted in the left sketch in Figure
2.4. Grey is the cloud while in white we have an air eddy. The opposite would be that we
have very small eddies of air impinging on a relatively large cloud (the right part of the
same figure, where in white are turbulent element of the air while in grey is the cloud).
Air will just mix better the material inside the cloud but again without significant change
in cloud’s overall size. But, if we have interaction of the turbulent elements of roughly the
same size as the cloud’s (the central part of the same figure), then the “left”/ “right” edge
of the cloud will be extended by the eddy there and thus roughly doubling the size of the
cloud.

Figure 2.4. Sketch of the three possible situations in relative scales between turbulent elements (white) and
cloud (grey).
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The same conclusion comes from a simple analysis of the nonlinear (u∂xu) term1 which
will give somewhat more precise result as the above intuitive/graphical reasoning. The
second fact that we must take into account is that larger elements have larger velocities. The
locality of the interaction together with the velocity dependence on the size of the elements
then explains the increase in diffusion rate.

2.5 TAYLOR’S THEOREM

In the introduction to the problem of calculating turbulent diffusion we have highlighted the
fact that basic difficulty is in the fact that the rate of expansion of a cloud of a passive sub-
stance depends on the “size” of that cloud at that moment. That fact almost prevents us from
the Fickian approach in the diffusion calculations. There is a beautiful explanation/picture
of that situation which is encompassed in the so called Taylor’s theorem. Let us first clarify
several concepts that have been so far loosely defined or being surmised intuitively.

The first is the “size” of a cloud of a passive substance. Let us, for the sake of clarity,
reduce the geometry to one dimension and let at x = 0 be a source of passive substance
that continuously releases particles. Further let us assume that their size is very small like
smoke, fine dust, pollen etc., so light that we will assume that these particles float in the
surrounding air. Now as time passes the released particles will spread away from each other.
A possible definition of the cloud size would be the distance from the furthest particle on
the left to the furthest particle on the right. But, that is not very clever choice since we know
that in every gas like air we have Maxwell’s distribution of velocities and these furthest
particles could be very far away but in negligible concentration. The more practical choice
is through the following mathematical definition:

S = x2
i . (2.47)

The advantage of this definition is that it takes into account the concentration as well as the
distance of particles in the cloud. The mean wind (in the sense of Reynolds’s decomposition,
has only large scale variations larger then the size of the expanding cloud) will not influence
the size of the cloud but rather carry it downstream without the changes in its geometry.
That can be taken into account by introducing the movement of the centre of the cloud as
the position of it median, i.e.

S = (xm − xi)2 (2.48)

with

xm = 1

N

N∑
n=1

xi. (2.49)

1 Let us have two components with respective wave numbers k1 and k2. Then (u∂xu) will create sink1x · cosk2x ·
sin(k1 + k2 )x + sin(k1 − k2)x which means that we have two new components with wave numbers (k1 + k2) and
(k2 − k1). If k1 >> k2 then k1 + k2 ∼ k1 and nothing new happens. The same goes for k1 − k2 ∼ k1. Only if k2 ∼ k1
then we get k1 + k2 ∼ 2k1, i.e. creation of the new wave number (smaller eddy).
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Since this is trivial extension of the windless case we will return to the zero wind case
and analyze case given by the Equation (2.47). The question is how fast does a cloud spread.
We will define the “speed” of the increase in size as

dS

dt
= d

dt
x2

i . (2.50)

Since differentiating and averaging are commutative operations we have

dS

dt
= d

dt
x2

i (2.51)

or

dS

dt
= xi

2

dxi

dt
= 1

2
xivi. (2.52)

If we express the distance of the i-th particle through integral of its velocity, from the
beginning of the release till the time t, we can write

dS

dt
= 1

2
vi

t∫
0

vi(τ) dτ. (2.53)

Since velocity at the time t is independent of the sequence of the integration and again
integration and averaging are interchangeable operations we have

dS

dt
= 1

2

t∫
0

vi(t)vi(τ) dτ. (2.54)

This is the increase of S at the moment t relative to the beginning of the release. But, of the
greater interest is what is happening relative to this moment, i.e. we would like to change
frame of reference, from the moment t = 0 to the moment t (see Figure 2.5). The time ξ in
this new frame is related to τ as

t = τ + ξ. (2.55)

τ

t

ξ

Figure 2.5. Sketch explaining the relation between time relative to the beginning of the release (τ) and time
relative to this moment (ξ).
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The Equation (2.54) then becomes

dS

dt
= 1

2

t∫
0

vi(t)vi(t + ξ) dξ. (2.56)

Using the definition of auto-correlation function:

R(t, ξ) = vi(t)vi(t + ξ)

vi(t)2
(2.57)

and concentrating to the case of the homogenous turbulence for which

R(t, ξ) = R(ξ), (2.58)

we finally get

S(t) = 1

2
v2

i

t∫
0

dt′
t′∫

0

R(ξ) dξ. (2.59)

This relation constitutes the Taylor’s theorem (Taylor, 1921). Provided that we know the
shape of the auto-correlation function, we can calculate the size of the cloud at any moment.
Unfortunately, it is even more difficult to get the form of R(ξ), as it is obvious from its
definition. So, it seems that we have not gained much. We have expressed the unknown S
with another, perhaps even more complicated variable R. Well, if we wanted operational
relation, we didn’t get one but there are several, very important, points that are hidden in
this result. Let us first concentrate to the very beginning of the cloud growth. If the time is
really short, i.e. ξ is very small, we can assume that R(ξ≈ 0) ≈ 1 which immediately gives
the result:

S(t) = v2
i

2
t2 = const · t2. (2.60)

Actually if we want something that has dimensions of length, we should introduce2

D =
√

x2
i = const · t. (2.61)

These two relations are exact derivation and/or confirmation of experimental fact that cloud’s
expansion rate, in the early stages of expansion, increases with time. Now let us look at
the other extreme, i.e. very “long” time after the start of the diffusion. What is very long is

2 Variable D can serve as the definition of the cloud size.
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not yet clear but it will soon become. One of the global parameters that characterizes every
auto-correlation function is its integral time scale defined as

∞∫
0

R(ξ)dξ = T . (2.62)

So, if t (or more precisely t′) in Equation (2.61) is much larger then T the inner integral’s
value is close to T . That gives us as the result for D:

D =
√

x2
i = const′ · √

t (2.63)

Equations (2.61) and (2.63) are telling us that at the beginning of diffusion cloud’s size
grows linear in time and as the process goes on its growth slows down and for the t>>T
reduces to the square root of time. The explanation of this result comes from the structure of
turbulent flows which is the cause of the spreading. As we have explained earlier, turbulent
character of the flow means that flow consists of many eddies of different sizes. Beside
the distribution in size of even more importance is the distribution in speed. The fact that
we must take into account is that larger elements have larger velocities. The locality of the
interaction together with the velocity dependence on the size of the elements explains the
increase in diffusion rate. At the beginning small elements are responsible for the turbulent
diffusion. As the cloud grows larger, larger and faster elements are widening the cloud. This
is seen as the increase of the diffusion rate. Once the cloud is comparable and bigger then
the size of the elements with the largest kinetic energy the diffusion rate slows down since
there are no more new elements faster than the previous one to take over further spreading.

2.6 THE RICHARDSON’S THEORY

Starting point of Richardson’s (Richardson, 1926) theory was also the fact that diffusion
depends on the scale of the cloud. Therefore he introduces a new variable, so called distance–
neighbour function q(l), defined as:

q(l) ≡ 1

N

∞∫
−∞

χ(x)χ(x + l) dx, (2.64)

with

N =
∞∫

−∞
χ(x) dx (2.65)

being number of the particles in the cloud which we assume that is constant in time. The
name for q(l) comes its definition:

• χ(x): is the number of particles on dx
• (χ(x) dx)/N : is that number relative to the total number of particles
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• χ(x + l): is number of particles, on unit length at the distance l meters away
• (χ(x) dx/N ) ·χ(x + l) : is relative number of neighbours of all particles from section

whose length is dx and is l meters away.

When we add them all we get a number of neighbours of each particle in a cloud at the
relative distance of l meters. For better understanding let us consider a simple distribution
χ (x) with constant concentration χ0 over interval d starting at x = a and 0 elsewhere:

χ(x) =
⎧⎨
⎩

0, x < a
χ0, a ≤ x ≤ a + d

0, x > a + d
. (2.66)

From the definition of q(l) and using translation x → x + l we can show that q(l) is an even
function and therefore it is sufficient to calculate it only for l> 0. From Equation (2.66) we
get

χ(x)χ(x + l) =
⎧⎨
⎩

0, x < a

χ2
0, a ≤ x ≤ a + d − l

0, x > a + d − l

. (2.67)

If we insert this into Equation (2.64) we get

q(l) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, −d < l

χ0(1 + l/d), −d > l > 0
χ0(1 − l/d), 0 < l < d

0, d < l

. (2.68)

Both, χ(x) and its q(l), are shown in Figure 2.6.
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Figure 2.6. On the left, concentration distribution in arbitrary units. On the right, is the distance–neighbour
function for that distribution.

The main advantage of q(l, t) over χ(x, t) is that it depends on l and not on x, i.e. scale of
the cloud is the only spatial variable in the problem.
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If we want to switch to the new framework of q(l) instead of χ(x, t) two questions arise.
The first is if we can develop the equation for time evolution of q(l, t)? Given that we are
successful in that, we face the second problem, can we create the methodology with which
we can get the inverse χ(x, t) from q(l, t)?

To get the prognostic equation for q(l, t) we start with Equation (2.64) by differentiating
it

∂q(l)

∂t
= 1

N

∞∫
−∞

∂

∂t
(χχl) dx = 1

N

∞∫
−∞

χl
∂

∂t
χ+ χ

∂

∂t
χl dx. (2.69)

Now, if the process is of the Fickian type then

∂χ

∂t
= K

∂2χ

∂x2
(2.70)

and analogously

∂χl

∂t
= K

∂2χl

∂x2
. (2.71)

Noticing that differentiation over x and over l are the same, Equation (2.71) can be
rewritten as

∂χl

∂t
= K

∂2χl

∂l2
. (2.72)

So, Equation (2.69) becomes:

∂q(l)

∂t
= 1

N

∞∫
−∞

(
χl
∂2χl

∂x2
+ χ

∂2χl

∂l2

)
dx. (2.73)

If we transform integrand using several identities:

χl
∂2χ

∂x2
+ χ

∂2χl

∂l2
= ∂2

∂x2
(χlχ) − 2

∂χ ∂χl

∂x ∂l
− 2χ

∂2χl

∂l2
+ 2χ

∂2χl

∂l2
, (2.74)

2
∂χ ∂χl

∂x ∂l
− 2χ

∂2χl

∂l2
= ∂2

∂x ∂l
(χχl) (2.75)

and

2χ
∂2χl

∂l2
= ∂2

∂l2
(χχl), (2.76)

we finally get

∂q(l)

∂t
= 2K

∂2

∂l2
q(l). (2.77)
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The meaning of this is that for the molecular mechanism of diffusion both descriptions, the
one using χ(x) and the other using q(l, t) are equally good. Next we generalize, Equation
(2.77) in the form:

∂q(l)

∂t
= ∂

∂l

[
K(l)

∂

∂l
q(l)

]
. (2.78)

Can we find (form) K(l)? To do that Richardson analyzed all the data, available to him
at that time covering very wide range of scales from the synoptic ones to the smallest one,
molecular scales (Figure 2.7). From these data he proposed that K(l) should be

K(l) = 0.2l3/4. (2.79)

10
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log10 (1) u cm
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5

Figure 2.7. Deduced diffusion coefficient from measurements, observations of the processes from the synoptic
scale to molecular one (black dots) and suggested linear interpolation of that data. Linear form for the

logarithmic scales indicates power function for K(l).

With this relation, Equation (2.78) is complete and ready to serve as the equation for the
evolution in space and time for the variable q. The procedure would be as follows, for given
concentration distribution we make integral transformation, defined in Equation (2.64), to
form q(l, 0) and than integrate Equation (2.78) to get q(l, t). What about the second step,
the inversion procedure. Unfortunately, he was not successful in that as he was in the first
part of the theory. Maybe that was the reason why he left this problem for over 25 years
(Richardson, 1952) when he showed that for a limited class of concentration distributions
he was able to perform the inversion part. Due to the fact that inversion for any q(l, t) has
not be found, general solution of turbulent diffusion problem using Richardson’s approach
remains still an open problem.

2.7 THE GAUSSIAN MODEL FOR A POINT SOURCE

From both, Taylor’s theorem and Richardson’s theory, we know that turbulent diffusion of a
passive substance has difficulties in dealing with Fick’s equation. But, none of them offers
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an operational framework that can give an estimate of, for instance, how big is concentration
of a passive pollutant around say a factory chimney or some other quasi-point source. There
are two different situations regarding the manner in which the material is released. If we
have emission with relatively short duration we talk about a puff. If, on the other hand,
we have continuous source than we will call it a plume.

In our, highly industrial era number of sources is very large and we are forced to come
with some approach that is relatively easy to handle and yet sufficiently accurate to answer
the question of spatial distribution of concentration from a source that emits a pollutant
into windy and unstable/stable atmosphere. The only possible approach is a combination of
theory and experiment. The hope is that elements of the dispersion theory can be param-
eterized using the field measurements and the rest of it supplied from the Fick’s equation.
To fulfil that, in England in 1925 near city of Porton series of field experiments (Pasquill and
Smith, 1983) were conducted in which a coloured gas was released and its concentration
was measured. The purpose of the experiment was to find the spatial distribution of the
released substance. The atmosphere was close to neutral with the wind of about 7 [LT−1].
Concentration was measured downwind and in the direction perpendicular to that direction,
roughly every 100 meters. From these data an approximate concentration distribution was
deduced in the form of the exponential function

χ(x0, y) = χ0 exp(−ayr) (2.80)

where x0 is a point in the downwind direction, while y is horizontal distance perpendicular
to the x axes. Following these preliminary results from various other experiments, Brahman
et al. (1952) have analyzed the New Mexico experiments, Crozier and Seely (1955) have
analyzed Australian experiments from 1953, Pasquill (1955, 1956) used data from another
experiment at Porton, etc. From most of the experimental results general shape of the plume
could be expressed as:

χ(x, y, z) = Q exp[−(by)r − (cz)s] (2.81)

where x, y, z are distances relative to the source. Parameters b and c depend on the size of
the plume in the respective direction. Constant Q is a measure of the rate of emission. If
we assume that wind is constant throughout the considered period, the concentration takes
the form of a plume whose main axis is downwind, with lateral spared in both directions. The
effect of the wind is that it dilutes the concentration. The stronger the wind the smaller the
concentration. The amount of the material that is diffused is determined by the strength of
the source. Concentration is inversely proportional to the wind’s strength,

χ ≈ 1

U
. (2.82)

Like in the Taylor’s theorem for the measure of lateral spread we take:

σ2
i =

∞∫
0

x2
i χdxi

∞∫
0

χdxi

, i = 2, 3. (2.83)
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Let us note that from the conservation of mass we have:

∫∫
y, z

Uχ dy dz = Q. (2.84)

Now, the expression using the above relations can be rewritten in the following way

χ(x, y, z) = Q

B1σyσz

{
−
[(


(3/r)


(1/r)

)r/2 ( y

σy

)r

+
(

(3/s)


(1/s)

)s/2 ( y

σz

)s
]}

, (2.85)

where

1

B1
= rs

4U

[
(3/r)
(3/s)]1/2

[
(1/r)
(1/s)]3/2 . (2.86)

With r = s = 2 and using the relations:


(n + 1) = n
(n) (2.87)

and


(1/2) = √
π (2.88)

we get the so called standard Gaussian form of the plume

χ(x0, y, z) = Q√
2πσyσz

exp

[
−1

2

(
y2

σ2
y

+ z2

σ2
z

)]
. (2.89)

In the end we want to have concentration relative to a fixed point, the beginning of the
x axis, the usual position of the source. Then, taking into account the wind we have

χ(x, y, z) = Q√
2πUσyσz

exp

[
−1

2

(
y2

σ2
y

+ z2

σ2
z

)]
. (2.90)

All this is valid for the ground sources. If the height of the source is at H we have:

χ(x, y, z) = Q√
2πUσyσz

exp

[
−1

2

(
y2

σ2
y

+ (z − H )2

σ2
z

+ (z + H )2

σ2
z

)]
. (2.91)

The second term in z direction comes from the fact that with time cloud will spread so much
that it will reach the ground. In that case, we can imagine a second source that is mirror
image of the original positioned at −H below the ground so that its contribution to the points
above the ground starts exactly at the point where the original cloud touched the ground.
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In the case of the short release time (puff) we have

χ(x, y, z, t) = q√
(2π)

3
σxσyσz

exp

{
−
[

(x − Ut)2

2σ2
x

+ y2

2σ2
y

]}

×
{

exp
[
− (z − H )2

2σ2
z

]
+ exp

[
(z + H )2

2σ2
z

]}
. (2.92)

Even though we formally differentiate σx and σy the usual assumption is that there is
isotropy in x and y. Obviously, parameters σi, i = 1, 2, 3 are the centre of the Gaussian
approach and most of the “meteorology” is hidden in them. They should reflect the local
stability and the parameters that characterize turbulent flow. To express all that with a single
number (two numbers) seems a difficult problem. Here again we insert as much of the
empirical experience as we can. Actually our starting point, Equation (2.92) has the fact that
flow is turbulent and therefore is characterized by lateral spread of passive substance (σy
and σz). Taking into account stability of the atmosphere requires an additional effort. The
first attempt is made by Pasquill (1961), later modified by Gifford (1961), and referred to as
the Pasquill–Gifford (P–G) stability class. This collective work of several researchers in the
interpretation of the available measurements resulted in formation of nomograms (Turner,
1969), shown in Figure 2.8, that have dependence of the σ’s in y and z direction for quite
wide range of distances. The dashed parts of the curves are actually extrapolations of the
measured data. The whole range of possible stability states i.e. possible values of ∂�/∂z,
where �(z) is potential temperature, were divided into seven categories, labeled as A-F.
The next step is to determinate the category (class) using only the standard meteorological
data, 2 meters temperature, 10 meters wind and cloud cover. Pasquill and Smith (1983)
devised such a scheme presented in Table 2.1. Question of stability was covered only with
the position of the Sun. The idea is that high Sun means warmer part of the day and warmer
season in which we should expect unstable regime within the PBL. In the next table we show
how these categories are determined.
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Figure 2.8. On the left panel we have downwind variation of the lateral diffusion coefficient σy while on the
right we have the same for vertical coefficient σz .

Later, Briggs (1973) turned these graphs into analytical relations thus making them oper-
ational for computers. At this moment we must once again state the assumptions and the
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Table 2.1. Determination of categories from wind speed, solar radiation and cloud cover data that
is available from the routine measurements.

Surface(10 m) Daytime Nighttime
wind speed

Incoming solar radiation Cloudiness

Ms−1 >=4/8 <=3/8
<2 A A–B B – –
2–3 A–B B C E F
3–5 B B–C C D E
5–6 C C–D D D D
>6 C D D D D

validity of the results given so far. First from the measurements done over relatively small
domains and therefore for the short periods, the concentration distribution in the directions
normal to the wind directions was approximated by the exponential curves. These mea-
surements and consequent fits have by their nature some spread. So in order to get formal
similarity with the Fickian picture we set values of r and s to 2 because in that case we
have Gaussian distributions. Beside the spatial variation we have also the question of the
time averages. The shorter time average the closer we are to the actual situation. So we have
3 minutes, 10 minutes or hourly σ’s. A parameterization has been proposed (Gifford and
Hanna, 1973) that takes into account that for the longer times σ should increase:

σ(t > 10) = σ10

(
t

t10

)q

(2.93)

With σ10 are denoted values of σ for 10 minutes. Factor q has two values depending on the
length of the time interval. Up to an hour q = 0.2 while for the longer time, 1 hour< t<
100 hours q = 0.25.

In spite of the obvious crudeness of the calculation this approach has the advantage of
being very straight forward and needs practically one number, wind at the point of release.
Sun’s height can be estimated from the astronomy. If there is an additional data, in particular
temperature gradient near the ground ,we can refine the expressions for two basic parameters
σy and σz. The concept of Pasquil–Gifford–Turner that σ is the only parameter describing
the diffusion process was later parallel by the similarity approach. The group of models
based on that concept of similarity has been proposed by several authors Golder (1972),
Horst (1979), Nieuwstad (1980) and Briggs (1982) among others. The starting point of the
theory is the well known Monin–Obukhov’s theory with its length scale

L = �0u3∗
κwθ0

. (2.94)

The next step then is to relate σz to various parameters connected to the Monin–Obukhov’s
theory:

σy = σθUFy(u∗, w∗, z/L, zi) (2.95)
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and

σy = σϕUFz(u∗, w∗, z/L, zi). (2.96)

In order to accomplish that, an extensive re-examination of almost all data from the field
experiments was done. The basic problem comes from the formulation of Pasquil–Gifford–
Turner concept that does not take into account neither sensible and latent heat flux nor z0.
Instead they have insolation alone. Golder in his 1972 paper was able to produce nomograms
though made subjectively that relate on the one side pair z0, L−1 to Pasquil–Gifford–Turner
categories (A–F).

As an example of calculations that are based on the Gauss model we present estimates of
possible pollution coming from a point source for the period of one year, Figure 2.9. The
wind is measured at the height of 40 meters which is close to the height of the chimney,
which is the possible source of pollution. Wind was averaged on hourly basis, what was
taken into account when choosing appropriate σ.
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Figure 2.9. The annual concentrations for the year 2005 of a continuous point source for the nuclear facility
Vinca near Belgrade, Serbia and Montenegro. Winds data are the standard hourly averaged wind with the

direction of the prevailing wind. Wind was measured at the level of 40 meters, approximately the height of the
possible source of pollution.

Due to the fast development of the 3-D models that calculate turbulent mixing coefficients
from the prognostic equation for turbulent kinetic energy and are therefore considered as
being capable to calculate (forecast) changing of concentration in time and space, we made
a comparison between such a model (actually a 2-d version x–z plane) and Gaussian model
whose results we have already shown in the previous example (Grsić, 1991) In a nut shell he
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shows that the largest difference between the two models was not greater than 50%, being
most of the time between 25% and 35%.

2.8 THE PUFF MODEL FOR A CONTINUOUS POINT SOURCE

As it was pointed in the introduction, Puff model is an attempt to generalize the Gaussian
concept for non-stationary releases or spatially non-homogenous wind or for both. The
continuous releases are treated as time–series consecutive instantaneous releases, puffs.
The amount of substance q allocated to each puff is the release rate Q multiplied by the time
interval �t between two consecutive releases. So, as the time passes, number of puffs that
have been released is growing. Each puff is carried around by the wind valid for that particular
time interval. Beside changes of the position of the centre, the size of each puff also increases
due to the turbulent diffusion. Figure 2.10 has the sketch of the actual meandering of the
plume, upper panel and its approximation by the series of puffs consecutively released from
the point source located at S, the lower panel. Beside puffs, we have grid of cells spanning
the space in which we want to calculate concentration distribution. These cells are usually
constant volume. Concentration in a cell is the sum of the contribution of all puffs, released
up to that moment. If the index of receiving cell is denoted by ic and index of puffs as ipf,
than the contribution of that puff is

χic(xic, yic, zic, n ·�t) = Q ·�t

σipf
exp

{
−
[

(xic − xipf )2

2σ2
x

+ (yic − yipf )2

2σ2
y

]}

×
{

exp
[
− (zic − zipf )2

2σ2
z

]
+ exp

[
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2σ2
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]}
, (2.97)
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Figure 2.10. Top panel has the actual shape of the cloud and the lower panel represents it using several puffs.
Actual number of puffs is usually larger than on the picture where we have reduced their number for better

visibility. Also the edge of the real cloud on the top panel is smoothed near its borders.



Point Source Atmospheric Diffusion 41

where σipf is defined as:

σipf ≡ (2π)2/3σx,ipf σy,ipf σz,ipf . (2.98)

It is clear that computational effort in this approach could be several orders of magnitude
bigger than the one in the case of the Gaussian plume approach. Two parameters are involved,
telling us how often we release each puff and how high is the spatial resolution of the grid
in which we calculate the concentration of a passive substance. Logistically (coding) it is
also much more difficult. Model has to keep track of the position of each puff and those as
the time passes can be large in number. Even when a puff leaves the domain it can come
back due to changes of the wind direction. On the other hand, the linear nature of the cell
concentration calculation makes this problem easy to parallelise and so run on a cluster
rather than on a single processor machine.

Next we show an example of the puff approach to the calculation (Grsić and Milutinovic,
2000) of possible contamination by a continuous point source near the city of Novi Sad. Wind
data has been reanalyzed from the anemograph tapes and 10 minutes averages were made.
The stability of the atmosphere was characterized with the temperature gradient between
temperature at 5 centimetres and 2 meters. Wind was measured at the standard height of 10
meters. The heights of the possible source, the petrochemical plant chimney, was at much
greater height so we had to perform the vertical extrapolation of the wind data. Following
Holstag and Ulden (1983) and Holstag (1984), Beljars (1982), Beljars and Holstag (1991)
and using the Monin–Obukhov approach with the necessary modification for the strongly
stable situations we extrapolated winds to 50 meters height.

We have also looked into the differences in the extrapolation results if other methods are
used, namely if one has only standard 2 meters temperature. The main goal of the Holstag and
Ulden and Holstag papers was exactly that. How, from standard measurements which have
only 2 meters temperature, one can estimate heat fluxes and therefore use again the Monin–
Obukhov approach. Figure 2.11 shows annually averaged diurnal cycle for the measured 10
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Figure 2.11. The annually averaged diurnal cycle for the measured 10 meters wind, black curve, wind
extrapolated at 50 meters using temperature gradient, (grey curve) and wind extrapolated using heat flux

estimate, (light grey curve).
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meters wind, black curve, wind extrapolated at 50 meters using temperature gradient, (grey
curve) and wind extrapolated using heat flux estimate, (light grey curve). Based on these
winds we have made an estimate of the possible zones of influence. Our runs were 3 hours
long and we made calculations twice a day. To estimate the influence of averaging period
for the wind, 10 minutes versus 1 hour, we made a comparison of those two averages. This
was repeated for all four seasons, 15th of January, 15th of March (Figure 2.12) and 15th of
July and 15th of September (Figure 2.13). The year was 1998, for which we have the data
of both, the wind and the temperature. The source strength was the same for all runs so the
differences come from variations in wind and variations in the local stability between day
and night and from their seasonal variations. As we can expect the spatial spread is larger
in the case of 10 minute average. The seasonal variations of concentrations are presumably
strongly influenced by the local stability rather than by the wind intensity variations.

2.9 DRY AND WET DEPOSITIONS

So far, we have assumed that the amount of passive substance was not changing except for
the emission. However, there are many other mechanisms that might change the quantity of
the pollutant. We can have a chemical transformation deposition on the ground by both dry
and wet deposition, etc. We will concentrate only on the dry and wet depositions and their
parameterizations.

The dry deposition occurs when turbulent eddies hit the ground so that material they carry
sticks to it. The amount of the material that is deposited can be parameterized as

χd = Vd · χ(x, y, z ≈ 0) (2.99)

where Vd is the so called deposition velocity, [LT−1]. Its typical magnitude is about ∼1 mm/s.
In the simplest case, it depends only upon the friction velocity u∗ and the mean wind
(Thykier–Nielsn and Larsen, 1982)

Vd = u∗
U
. (2.100)

In a more general case, there could be included the so called aerodynamic resistance (ra), the
resistance representing viscous sub-layer (rv) and the resistance representing characteristics
of the ground, bulk resistance (rb). Then Equation (2.100) has three terms:

Vd = 1

ra + rv + rb
. (2.101)

There are two possibilities in treating the removed material. The first is the so called
source–depletion, where we add all depositions downwind and subtract them from the
source. The other, called surface–depletion, calculates the flux of material downwind and
is represented as a negative source. The second one is more realistic but is computationally
more complex. We should also take into account whether we have vapours (gases) or par-
ticles. In any case different materials have different deposition rates on different surfaces.
We can find deposition parameters by direct measurements at the site and then use those
numbers through some interpolation procedure. This is of course the best approach but is
expensive in both, time and money.
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Figure 2.12. On the left concentration after 3 hours of continuous release. The upper two panels are for the 15th
of January. The top panel is for the midnight and the one bellow is for the noon of the same day. The lower two
panels are for the 15th of March again the upper for the midnight and the lower one for the noon. The winds are

hourly averages. On the left, the same except for the winds which are 10 minutes averages.
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Figure 2.13. On the left concentration after 3 hours of continuous release. The upper two panels are for the 15th
of June. The top panel is for the midnight and the one bellow is for the noon of the same day. The lower two

panels are for the 15th of September again the upper for the midnight and the lower one for the noon. The winds
are hourly averages. On the left, the same except for the winds which are 10 minutes averages.
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Rain (snow) is a very successful removal mechanism for both gases and particles. A simple
parameterization is with the introduction of the washout rate, Wr . It relates the removed
concentration of the rain droplets Co to the concentration in the rain χo, at some reference
height

Wr = Co

χo
(2.102)

(Misra et al., 1985). With the knowledge of Wr and χo, the flux of effluent to the surface
due to the precipitation is

Fprec = χoWrP, (2.103)

where P is the equivalent rainfall in, for instance, mm/hr. From Equation (2.103) we can
define, in analogous way to the dry deposition velocity, the wet deposition velocity as

wr = Fprec

χo
= WrP. (2.104)

APPENDIX—LIST OF SYMBOLS

List of Symbols

Symbol Definition Dimensions or Units

B1 an arbitrary constant
Co concentration in rain droplets [m−3]
D an arbitrary constant or a measure of a cloud size [m]
Dair molecular diffusion of air [m2 s−1]
F flux of substance through unit area orthogonal to [s−1]

x-direction
Fprec flux of effluent to surface due to precipitation [(ms)−1]
G cylindrical region
H top of cylinder G, height of source
K diffusion coefficient [m2 s−1]
L Monin-Obukhov’s length scale [m]
N number of particles in a cloud
P equivalent rainfall [m s−1]
Q release rate or strength of point source [kg kg−1 s]
R auto-correlation function
S area that by side bounds cylindrical region G, [m2]

measure of a cloud size
Snk sink of a substance [kg kg−1 s]
Src source of a substance [kg kg−1 s]
St, Sb top and bottom surfaces that bounds [m2]

cylindrical region G
T integral time scale [s]
U wind’s strength, mean wind [m s−1]

(Continued)
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List of Symbols

Symbol Definition Dimensions or Units

V domain of integration [m3]
Vd deposition velocity [m s−1]
Wr washout rate
a, b, c arbitrary constants
const an arbitrary constant
f source strength [kg kg−1 s]
i index of a particle
ic index of receiving cell
ipf index of a puff
k1, k2 wave numbers [m−1]
l distance between any two particles in a cloud [m]
q distance-neighbour function, amount of substance [m−1]
r, s constants in the distribution function
ra aerodynamic resistance [s m−1]
rb bulk resistance [s m−1]
rv resistance representing viscous sub layer [s m−1]
t time [s]
�t time interval [s]
u x-component of velocity [m s−1]
un component of velocity normal on the surface [m s−1]
u∗ friction velocity [m s−1]
u+ arbitrary variable
u− arbitrary variable
v y-component of velocity [m s−1]
v wind vector [m s−1]
vi i-th particle velocity [m s−1]
ν diffusion coefficient [m s−1]
w z-component of velocity [m s−1]
wr wet deposition velocity
wθ0 mean vertical flux of heat [m K s−1]
x, y, z distances, coordinates [m]
x0 position of the source of a passive substance [m]
xi position of the i-th particle relative to [m]

the sources position
xic, yic, zic coordinates of the ic-th cell [m]
xm median of a cloud of particles [m]
z0 aerodynamic length [m]

 Gamma function
� mean potential temperature [K]
�0 mean potential temperature of the basic state [K]
δ Dirac’s delta function
ε small interval
κ Von Karaman constant
λ an arbitrary constant
ξ difference between χ2 and χ1 [kg kg−1]

(Continued)
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List of Symbols

Symbol Definition Dimensions or Units

ξ relative time [s]
π number pi
σ arbitrary constant [1 m−2]
σi measure of lateral spread [1 m−2]
σx, σy, σz diffusion coefficients in x, y and z direction [1 m−2]
σ10 values of σ for 10 averaged over minutes [1 m−2]
σipf measure of the lateral spread of a cloud [1 m−2]
τ time constant [s]
χ concentration of a substance [kg kg−1]
χs boundary conditions for χ [kg kg−1]
χ0 initial conditions [kg kg−1]
χ1,χ2 two different solutions for χ [kg kg−1]
χic concentration of a passive substance for the ic-th cell [kg kg−1]
χd deposited material [kg kg−1]
χh homogenous part of solution [kg kg−1]
χo initial concentration of a substance [kg kg−1]
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Air–sea interaction
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ABSTRACT

This chapter will cover basic concepts of the air–sea interaction. It has three sections. After
the introduction about the importance of the phenomenon, its two-way nature and scale
(time and space) on which it is important, there is a section on exchange of momentum,
energy and mass between the atmosphere and the ocean. Part of this section addresses some
of the aspects of modelling approaches used in variety of problems which are connected to
or influenced by the air–sea interaction. Air–sea exchanges are strongly influenced by the
structures of both media near the atmosphere–ocean interface, notably boundary layers that
are present in both media. Therefore, we give brief discussion of boundary layer structures
and we examine in particular the role of the viscous sub-layer in the atmosphere. Then
we present the most common approaches to the modelling of these exchanges. We start
with some relatively simple concepts such as “Bulk” formulae and then present some more
complex approaches. It is difficult to evaluate the quality of a particular model. We usually
look into the effects of flux calculation and then, indirectly, we judge about the quality
of a particular scheme or approach. Therefore, we present calculations of the sea surface
temperature (SST) for the Mediterranean sea obtained by a coupled model with particular
modelling of fluxes. Comparing observed and calculated SST’s we offer some ideas about
the quality of modelling in that case.

3.1 FOREWORD

The atmosphere and the ocean are interacting mutually over the area that covers five sevenths
of the planet’s surface. Just from this basic fact alone, we can expect that knowledge of this
interaction is important if we wish to understand dynamical characteristics of both entities.
This is really the case and the dynamical state of both atmosphere and ocean are in large
determined by the interaction. This interaction works both ways and is determined by their
dynamical and physical properties. First we point out the difference in densities of the
atmosphere and the ocean. Typical density of the ocean is about 1025 [ML−3], while density
of the air is roughly 800 times smaller, from 1.2 to 1.3 [ML−3]. Direct consequence of this
large difference in densities is that the interaction occurs mostly over the surface where
they are in contact. The second physical characteristic that strongly influences the nature
of the interaction is the heat capacity. The heat capacity of the ocean is about four times
larger than the heat capacity of the air, so the total heat capacity of the unit area column
of air through the entire atmosphere is equal to the heat capacity of the unit area layer of
the ocean whose depth is only about 2.5 meters. Or putting it differently, the heat that is
needed to warm a column of air by one degree can be obtained just by cooling 2.5 meters
of water by one degree. Another difference between the atmosphere and the ocean is the
absorption of the incoming, short-wave radiation, which is the fundamental, external source
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of energy that drives the whole atmosphere–ocean system. The basic difference comes from
the fact that the atmosphere is quite weak absorber in that part of the solar spectrum (about
16%) while the ocean typically absorbs about 80% of the short wave radiation within its
first 10 meters (Jerlov, 1976). That is why the ocean surface appears very dark on the
satellite pictures. On the other side, the main source of energy for the atmosphere is the
long-wave radiation that comes from both the ocean and the earth surface which radiate as
almost black bodies at the respective surface temperatures. These differences in heat and
absorption characteristics play dominant role in the way the ocean influences the state of the
atmosphere. Large differences in the heat capacities of the land and the ocean are the main
reason why temperature variations over oceans are much smaller compared to those over
land. Vast heat capacity of the ocean makes it efficient storage of the heat in the summer
part of the year. In that part of the year the net energy balance at the ocean surface is such
that more energy is gained than lost to the atmosphere. During the rest of the year the
accumulated energy is then available for the additional heating of the atmosphere while the
ocean cools down because the energy balance at the its surface is negative. The evaporation
from the ocean’s surface is also an important part of the energy balance of the ocean–
atmosphere system. It takes part of the ocean’s energy which then becomes available for the
atmosphere first through convection and then finally through the condensation in clouds. As
a by-product we have moistening of the atmosphere which greatly influences its radiation
properties and therefore its temperature. Atmosphere’s influence on ocean works through
two mechanisms. The first is already mentioned energy exchange involving exchange of
radiation and heat through sensible and latent heat fluxes. The second influence is through
mechanical forcing due to friction between the surface wind and the ocean.

Thus distribution of the surface winds decisively influences the structure of the ocean
surface circulation. But again, due to the large differences in densities, velocities in the
ocean are only about 10% of the velocities in the air, measured at reference height of 10
meters. Due to such large density of the water, ocean “carries” more easily the amount of
momentum handed over by the atmosphere, and so, effectively atmosphere sees the ocean
as a motionless surface. So close to the ocean surface, large wind shear develops which
in turn leads to the fully developed turbulent regime. Ocean surface layer has its source
of the momentum confined to its very top and that leads to the same consequence, as in
the case of the atmosphere, that there is a fully developed turbulent regime. There is yet
another way for the atmosphere to influence the ocean, through the precipitation created in
the clouds. This influence is twofold, through the local increase of mass and thus creating
barotropic component of pressure gradient force. In the past this was viewed as an important
contributor to the ocean currents but now we know that this effect is about 30 times weaker
then the effect of the surface winds. The second effect is effect of dilute/salt depending on the
difference precipitation–evaporation. If this difference is positive, local salinity decreases
thus reducing buoyancy in the top layer of the ocean, otherwise we have increase of buoyancy
there. Both of these effects locally influence pressure field and therefore change existing
pressure gradient force thus influencing the ocean circulation.

The air–sea interaction, in some degree, influences the whole spectrum of time and space
scales in the atmosphere and in the ocean. Some more and some less. Generally, the longer
time or space scales, the larger the influence of the interaction. But there are some phe-
nomena, relatively small in space, that own their existence totally to the air–sea interaction.
The land–sea breeze, which is an example of the forced circulation due to temperature
contrast across land sea interface. Also there is a weak feedback coming from the shape
of the wind stress in the vicinity of the land–sea boundary (Mellor, 1986, Rajković and
Mellor, 1988). The next example is the case of formation and evolution of tropical cyclones.
At the other end of the time and space spectrum are ENSO–El-Nino phenomena, seasonal
variability of Somali jet, monsoons, etc. For these time scales and beyond year or decade,
merging of the two components, atmosphere and ocean, into one inseparable system is
inevitable.
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In both media, in the vicinity of the mutual interface, there are well-developed bound-
ary layers, so the interaction must “go through” them and is therefore strongly influenced
first by molecular and then by turbulent nature of the motion there. Turbulent regime in
the atmosphere is formed due to the existence of the strong velocity gradient as mentioned
before. Buoyancy flux is the second contributor to the turbulent kinetic energy (TKE in the
further text). In the case of the ocean, vertical gradient of the surface currents, caused by
the “import” of the momentum flux from the atmosphere, is one of the sources of TKE.
Buoyancy flux works in the same way as in the case of the atmosphere except that here pre-
cipitation or evaporation can also decrease/increase it. There is another source of buoyancy.
That is solar short-wave radiation, its absorption with depth. Due to the seasonal differ-
ence in the solar radiation absorption, there is a seasonal shift in the sign of the buoyancy
flux. It is often said that winter for ocean is like summer for the atmosphere. Atmospheric
boundary layer (ABL), or as often referred to as planetary boundary layer (PBL) extends
from several hundreds of meters for winter high latitude regions to several kilometres for
the summer season and tropics. As we pointed earlier, temperature’s vertical gradient and
diurnal amplitude are much smaller over the ocean so the height of the ocean’s BL can be
several times smaller then the corresponding ABL over land. Atmospheric boundary layers
are well defined in space, having relatively sharp upper boundary. This is clearly visible
from the vertical soundings in the potential temperature but also in other fields (wind and
humidity). In all these fields we see large vertical gradients which mark the end of ABL and
the beginning of the so-called “free atmosphere”. Both, atmospheric and oceanic boundary
layers have double structure with the so-called surface layers in the vicinity of the interface
and well-mixed layers further away. These surface layers are usually referred to as constant
flux layers. Surface layers occupy about 10% of the whole boundary layer and are charac-
terised by large vertical gradients of almost all variables. In the immediate vicinity of the
interface, on both sides, there exist viscous sub layers with molecular transports as dominant
mechanisms of momentum, heat and even mass (water vapour) transfer. Mixed layers, on
the other, hand are characterised by small vertical gradients. Exchange between boundary
layers and the rest of the atmosphere/ocean is greatly reduced by the existence of the strong
gradients in density at their tops, especially in the case of the oceans with much colder water
bellow the picnocline (region of steepest density gradient region). The ocean counterpart for
the ABL is the thermocline layer. There are several ways of defining its depth. The simplest
and often used way is to specify the depth where temperature gradient exceeds some prede-
fined value. This is usually between 0.5 and 1 degree. Thermocline depth varies 1000 meters
to 50 meters. Note that in the oceanographic practice term “surface layer” can have another
meaning as the layer of water that in the past had been influenced by the atmosphere. That
layer is usually somewhat deeper than the boundary layer itself.

In modelling air–sea interaction, the processes inside the viscous sub-layer have proved
to be an important factor for the evolution of the whole ABL by influencing fluxes near
the ocean surface (Janjic, 1994, Liu et al., 1979). Regimes that develop in the viscous
sub-layer are determined by a single parameter, the friction velocity. With weak winds and
therefore small friction velocity, viscous mechanisms are important and should be taken into
account. With the increase in wind and consequently development of waves, the influence
of the viscous sub-layer reduces. Other mechanisms developed, such as direct exchange of
momentum from the local pressure gradient forces exerted on the waves. In a very strong
winds regime we can have direct transfer of water into atmosphere from the wave spray
which leads to the complete collapse of the viscous sub-layer.

3.2 EXCHANGE OF THE MOMENTUM FLUXES

Consideration about the momentum exchange starts with the condition of continuity of
fluxes across any surface, including the boundary surface between the atmosphere and the
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Figure 3.1. Schematic presentation of the air–sea boundary region. Ma is the momentum flux in the atmosphere
while Mo is the momentum flux in the ocean.

ocean. If we assume that the boundary surface that separates two fluids is smooth and well
defined as in Figure 3.1, then in the immediate vicinity of the interface we have

Ma = Mo, (3.1)

where Ma is the momentum flux in the atmosphere while Mo is the momentum flux in the
ocean. As it was mentioned several times, because water density is several times larger then
air density, velocity of the sea currents needed to “carry” all the momentum that comes
from the atmosphere is much smaller than the velocity of the air that “carries” the same
amount of momentum. This fact is well known from the measurements. Typical air velocity
is of the order of meter/second while typical surface currents velocity is of the order of
centimetres/second. So from the atmosphere’s perspective, the ocean is a motionless surface
very much like the land, while from the ocean’s perspective momentum flux that comes from
the atmosphere is a considerably source of kinetic energy and is key factor in formation of
the surface currents. Based on these considerations, for the atmosphere we impose the lower-
boundary condition of zero velocity while for the ocean the upper-boundary condition is
in terms of the momentum flux and is set equal to the atmospheres momentum flux as in
Equation (3.1). Based on the measurements in neutral flows, oceanographers developed
formulae that relate momentum flux to the wind strength, usually to its value at 10 meters.
The coefficient that appears in those formulae is the so called drag coefficient and whole
concept is known by that name. Large and Pond (1981) developed a simple algorithm
consisting of a bulk formula for calculating the drag coefficient using only the wind velocity:

CD =
{

1.2 · 10−3, 4 ≤ U ≤ 11[LT −1]
(0.49 + 0.065U ) · 10−3, 11 ≤ U ≤ 25[LT −1]

. (3.2)

The other well known formula that takes into account the SST in addition to the wind velocity
is the Hellerman and Rosenstein (1983) formula

CD = α1 + α2U + α3(Ta − Ts) + α4U 2

+α5(Ta − Ts)2 + α6U (Ta − Ts)2 . (3.3)

Vertical profile of the wind due to friction must increase upward from the land or sea
and is characterized with strong vertical gradients, shear. They decrease with height and
eventually the wind acquires velocity close to the geostrophic. The existence of the strong
shear, near the sea/land surface, is the main reason why the flow is turbulent there. That
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is the fundamental characteristic of that region which strongly influences all its transports,
momentum, energy and any passive substance present there. Further away from this surface
region, we still observe a turbulent regime but the generation of turbulence is of different
nature there. The main source of turbulent kinetic energy is the local convective instability
or buoyancy production. The whole layer of the atmosphere with turbulent regime is called
Planetary Boundary Layer, PBL in the further text. Its vertical scale is of the order of 1 km
with strong diurnal, seasonal and north south variations. The north–south variability comes
from two factors. The first one is the position of the Sun resulting in the larger surface
heating while the second one is the value of the Coriolis parameter. Both of them contribute
to the generation of higher PBL at the low latitudes. The PBL turbulent fluxes are several
orders of magnitude larger than the corresponding molecular and so there they are dominant
mechanism in transporting of the momentum, energy, passive substances, etc.

Due to the difference in densities of water and air, there is no direct mixing between
them, i.e. air cannot go “through” water and vice versa. This has a very strong impact on
the scale and the mechanism of the exchange, which has to be completely molecular in
the immediate vicinity of the surface. What are the scales of the relevant variables, length,
velocity and momentum? How far up are these viscous fluxes important and where turbulent
fluxes eventually take over and become dominant for the rest of the PBL?

Let us examine the simplest possible case of the flow over homogeneous flat surface
with very large horizontal extension in comparison with the vertical extension. Further we
assume constant pressure gradient force (PGF) and no rotation. In that case there exists a
steady state solution in which PGF is balanced by the surface friction. Domain of interest is
very close to the ground (that is why we can neglect the influence of the Coriolis term) so
we neglect vertical advection by the mean wind. Due to the assumed homogeneity in x and y
horizontal advection and divergence of Reynolds stresses are negligible in comparison with
their vertical divergence. With all these assumptions made the x component of the equation
of motion reduces from

∂U

∂t
+ U

∂U

∂x
+ V

∂U

∂y
+ W

∂U

∂z
− fV

= PGF + ∂

∂x

(
v
∂U

∂x
− uu

)
+ ∂

∂y

(
v
∂U

∂y
− uv

)
+ ∂

∂z

(
v
∂U

∂z
− uw

) (3.4)

to

∂

∂z

(
v
∂U

∂z
− uw

)
= −PGF ≡ A. (3.5)

As it is traditional in the case of the turbulent flows, capital letters denote mean values while
lower case letters denote deviations from these mean variables. Equation (3.3) expresses the
balance between the acceleration due to the PGF and deceleration due to the convergence of
the sum of turbulent x-momentum flux and viscous momentum flux, v ∂U /∂z. If we integrate
Equation (3.5) from the surface up to a level z we get

−uw + v
∂U

∂z
= Az + B, (3.6)

where B is the constant of integration. The boundary condition

uw = 0 (3.7)
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at z = 0 leads to

B = v

[
∂U

∂z

]
z=0
. (3.8)

Dimensions of B are [L2T−2], that of squared velocity and since it is a consequence of the
friction, its square root, is called “friction velocity” and is denoted either by u∗ or by uτ .
Using this notation and having in mind that we are very close to the surface, balance relation
(3.6) reduces to

−uw + v
∂U

∂z
= u2

∗. (3.9)

Due to the fact that the sum of two momentum fluxes has approximately a constant value,
region where this approximation is valid is called the constant flux layer. The most impor-
tant consequence of Equation (3.9) is that we have only two parameters in the problem. One
is absolute constant, viscosity v, while the other one is a dynamical variable, the friction
velocity u∗, velocity scale in the problem. From these two and dimensional arguments we
can form the length scale of the problem

z0 = v

u∗
. (3.10)

With u∗ and z0 we can rewrite Equation (3.9) in the non-dimensional form

−uw

u2∗
+ v

∂(U/u∗)

∂(z/z0)
= 1. (3.11)

The above relation is illustrated in Figure 3.2 showing relative magnitudes of non-
dimensional viscous flux versus non-dimensional turbulent flux in the vicinity of the
wall. For z ≤ 0.3z0 the viscous mechanism is dominant, while for z ≥ 0.3z0 the turbulent
mechanism prevails.

All this is valid for a very smooth and hard surface like a large area covered with ice. For
the boundary layers over the water, the most commonly used relation for the value of z0 is
the one proposed by Charnock (1955)

z0 = 0.0156
u2∗
g

, (3.12)

where g is gravitational constant.
Calculation of the fluxes above the surface sub-layer has to take into account an additional

factor, that of the local stability and, related to it, the existence of heat and humidity fluxes.
There are several approaches to this problem but we will concentrate on the so-called Monin–
Obukhov theory (M–O in the further text) following the presentation of Janjic (1995). Let
us denote the vertical turbulent flux of momentum with M and assume that it depends on
the vertical gradient of the mean wind, i.e. assume the eddy viscosity concept

uw = M = −KM
dU

dz
, (3.13)
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Figure 3.2. The relative magnitudes of non-dimensional viscous flux versus non-dimensional turbulent flux, in
the vicinity of the wall.

where KM is turbulent diffusivity coefficient for momentum. If we integrate Equation (3.13)
from level z1 to level z2 with the assumption that M is constant within [z1, z2] we get

U2 − U1 = M

z2∫
z1

dz

KM

dU

dz
. (3.14)

Further if we define bulk mixing coefficient of momentum as:

z2 − z1

KMB
≡

z2∫
z1

dz

KM
. (3.15)

Equation (3.14) can be written as

M = KMB
U2 − U1

z2 − z1
. (3.16)

The starting point of the M–O theory is the theory valid for the neutral fluid. Namely, the law
of the wall, which says that very close to the wall, in the region where turbulent momentum
flux is constant (Equation (3.9)), mean velocity gradient is inversely proportional to the
distance from the wall

∂U

∂z
= u∗

kz
. (3.17)

This is a similarity law that says: if we scale properly velocity, then all the possible profiles
of the velocity, close enough to the wall, will collapse to a single profile, and shear of all
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these profiles are given by the above relation. The quantity u∗ insures that the slope of the
first derivative of U (z) profile at z = 0 is such that U ( z = 0) = 0. So the complete dynamics
of the neutral flow, in the law of the wall region, is determined by that single quantity. For
instance, the appropriate length scale z0 = u∗/v is also derivative of the friction velocity. As
we said, both the concept and form of the profiles (gradients) for the neutral flow were the
starting point for the M–O theory whose generalization

∂U

∂z
= u∗

kz
ϕm

( z

L

)
≡ u∗

kz
ϕm(ζ) (3.18)

was proposed by Obukhov (1946) and Monin and Obukhov (1953). The first part comes
from the neutral case, while with the introduction of the new, universal function ϕm we take
into account all the new moments of stratified flows. There are two new moments, heat
flux between the surface and the air above it wθ0, and stability parameter β= 1/�0 with
�0 ≈ 273◦K. From these three u∗, wθ0 and β the M–O theory suggests the new vertical
length scale L

L = u3∗
κβgwθ0

, (3.19)

where κ is von Karman’s constant while g is the gravitational constant. The reason why
we have one unknown function ϕm of one variable ζ= z/L is that out of four variables,
parameters z, u∗, wθ0 and β, only three are dimensionally independent. In that case, from
the Buckingham’s Pi theorem, the form of relation must be that of an unknown function,
with one dimensionless variable. Once we have relation, we must show that it is, indeed,
the universal function covering all possible ranges of winds (u∗) and all possible stable and
unstable regimes (wθ0). Following the formulation of the M–O theory, a great deal of effort
went into its verification. The best known is the so-called Kansas experiment (Businger
et al., 1971).

From the way that M–O theory was initiated, it is clear that we must have, as a boundary
condition:

lim
ζ→0

ϕm(ζ) = 1, (3.20)

From the definition of ζ, we see that such condition can be achieved either for z ≈ 0 or for
the close to neutral case with wθ0 ≈ 0. With the boundary condition met, we get for the wind
profile the logarithmic profile, which is always observed when the atmosphere is close to
the neutral one. Now having the value for the gradient of the mean wind, we can rewrite
Equation (3.14) as

U2 − U1 = u∗
κ

z2∫
z1

ϕm(ζ)
dζ

ζ
. (3.21)

Integrand of Equation (3.21) is singular for ζ= 0 so we will add “suitable chosen zero”
ϕm(0) −ϕm(0) and group it as:

U2 − U1 = u∗
κ

⎛
⎝ z2∫

z1

(ϕm(ζ) − ϕm(0))
dζ

ζ
+ ϕm(0)

z2∫
z1

dz

z

⎞
⎠ (3.22)



Air–Sea Interaction 57

or with condition (3.20) we have

U2 − U1 = u∗
κ

⎛
⎝ z2∫

z1

(ϕm(ζ) − 1)
dζ

ζ
+ ln

(
z2

z1

)⎞⎠. (3.23)

If we denote

�m(ζ) ≡
z2∫

z1

(ϕm(ζ) − 1)
dz

z
(3.24)

then we finally have

U2 − U1 = −u∗
κ

[
�m(ζ) + ln

(
z2

z1

)]
. (3.25)

Functions ϕm(ζ) or�m(ζ) are the core of the M–O theory. The only way that these functions
can be determined is through measurements and then looking for their best fit. Correspon-
dence between measurements and their mathematical expression is not one to one and so
there are several formulations for φm or�m. They are divided into two groups. The one is for
the unstable stratification and the other one is for the stable stratification. From the already
mentioned analysis of the Kansas experiment Businger et al. have proposed one set of �m.
Here we present the form suggested by Mellor (2004)

ϕm(ζ) ∼=
{

(1 + amζ)−1/3; for the unstable case
1 + 5ζ; for the stable case (3.26)

where am has value of 11.5. After definition

x ≡ (1 − amζ)1/3 (3.27)

Equations (3.26) become

�m(ζ) ∼=
⎧⎨
⎩−3

2
ln (x2 + x + 1) + √

3 arctan
2x + 1√

3
+ c; for the unstable case

5ζ; for the stable case
(3.28)

With the explicit form for�, we can calculate KMB and related fluxes provided that we know
the values of U1 and U2 at levels z1 and z2, u∗ and L. But L depends, beside u∗, on the surface
heat flux wθ0, which makes the problem both implicit and transcendental. Since we have
two unknowns (u∗, and wθ0) we must create another similar relation, but for the potential
temperature �. That will be done later in this section.

Beside the problem of solving for KMB and its counterpart for heat K�B, we must analyse
the possible positions of levels z1 and z2. The upper one must be within the surface layer
where the M–O theory applies. This may sometimes be a problem, when that is the height of
the lowest level of a numerical model, which can have a relatively low vertical resolution and
has in its domain points deep in the North (South), where the whole PBL is much shallower,
hence its surface layer. If we are working with the standard measurements i.e. two-metres
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temperatures and ten-metres winds, then we are well within the region of applicability of
M–O theory. With the lower level, z1, the situation is more complicated. From the geometry
the lower boundary condition should be at z = 0 but due to singularity at z = 0, we usually
set the lower boundary condition at some height z0 above the surface. The idea is that below
z0 fluxes will remain constant. We had a similar quantity when we looked in the case of the
neutral stratification. Over land z0 is dominated by the form of the surface, local irregularities
that most of the time are much higher than the one that z0 has for the smooth surface. Beside
the mathematical problems with lower boundary condition we must remember that in the
foundations of M–O theory lies the assumption that fluxes are due to completely chaotic
turbulent movement. In the case of the boundary layers over water, z0, is very small which
means that turbulent fluxes become comparable to the viscous one. Further, in the case of
the weak winds, z0, is so small that viscous fluxes completely take over. We will come back
to this later, when we develop the theory that takes into account the existence of the viscous
sub-layer. That this really should be taken into account comes from the experience with
numerical weather prediction models (Janjic, 1994, 1996; Chan et al., 1996).

We start the viscous sub-layer theory with the Liu et al., 1979 paper. According to it, very
close to the surface, we have the following relation:

U1 − US = D1

[
1 − exp

(
− z1u∗

D1ν

)] (
M

u∗

)
, (3.29)

where the subscript S stands for the surface while index 1 stands for the top of the viscous
sub-layer. We will come back to the parameter D1,ν, the viscosity related coefficient and M
is the momentum flux above the viscous sub-layer. In deriving Equation (3.29) Liu et al.
have explicitly set the condition of continuity of fluxes across the boundary between the
viscous sub-layer and the turbulent layer above. If we introduce definition

ξ = − z1u∗
D1v

(3.30)

and since its value is very small in the sub-layer, we have

1 − exp(−ξ) ≈ ξ (3.31)

so the relation (3.29) becomes

U1 − US = z1M

v
, (3.32)

where

z1 = ξvD1

u∗
. (3.33)

The last relation effectively defines the viscous sub-layer height. From the combination of
Equations (3.16) and (3.32) we get

v
U1 − US

z1
= KMB

U2 − U1

�z
(3.34)
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or

U1 = 1

1 − z1KMB

v�z

US −
z1KMB

v�z

1 − z1KMB

v�z

U2. (3.35)

This relation states that velocity at the interface can be viewed as a weighted mean of
the surface velocity and the velocity at the height z2. So if we know parameters D1 and
ξ parameterization of the surface layer is complete. In most cases the value of U1 is set
to zero or is negligible relative to the value U2, but not always. For instance, in the Gulf
Stream there are regions with surface currents up to 2 [LT−1], so that U1 and U2 are of the
same order. According to Janjic (1995) there are three possible regimes (which need to be
taken into account while calculating fluxes) regarding the existence of the viscous sub-layer.
Furthermore, he proposes that the number which separates these regimes is the Reynolds
number for z0

Re = z0u∗
v

(3.36)

with limits

z0 = max
(

0.018
u∗
g

, 1.59 · 10−15

)
. (3.37)

Regarding the momentum flux, if Re is smaller then Re1 corresponding to the value for
u∗1 = 0.225 [LT−1] we do include the viscous layer in the calculations. We will call this
the smooth regime. If the friction velocity is greater than u∗1 we neglect viscous sub layers
influence. That regime is referred to as the rough regime. The idea is that having larger
u∗ the sea surface becomes wavy and there is pressure force upon the surface of the water
enhancing the momentum exchange and thus surpassing the limits that viscosity imposes.

Regarding the value for the constant D1 , Liu suggests parameterization in the form

D1 = GR1/4
e , (3.38)

where G is a constant that depends on the flow regime. For the smooth regime Liu gives
the value around 30 while for the other two regimes the value of G ≈ 10 is the best fit to
Mangarella et al. (1973) data. This approach has been successfully implemented in NCEP’s
limited area model and in the version of that model which is fully coupled with the POM
(Princeton Ocean Model).

3.3 EXCHANGE OF THE HEAT FLUX

The problem of the heat flux exchange between the ocean and the atmosphere has some
similarity with the problem of the momentum flux exchange, but there are also some dif-
ferences. Geometry of the problem is depicted in Figure 3.3 showing various components
of the energy exchange between the ocean and the atmosphere.

Assuming that we have balance of all energy components in the layer, whose depth is d,
we can write the heat balance as:

Ho = (LWa − LWo) + Ha + LE + (SWa − SWo). (3.39)
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Figure 3.3. Various components of the energy exchange between the ocean and the atmosphere. SWa is the solar
short wave radiation, LWa is the atmosphere’s long wave radiation, LWo is the ocean’s long-wave radiation, LE

and Ha are latent and sensible heat fluxes, SWo is the solar short wave radiation that is absorbed by the ocean and
Ho is ocean’s sensible heat flux.

The terms in the brackets are the net long wave and short wave components of the radiation
fluxes respectively. Analogous to the case of the momentum flux, we assume that sensible
and latent heat fluxes can be expressed as:

H = wθ = −KH
d�

dz
(3.40)

and

LE = wq = −KH
dq

dz
. (3.41)

We also assume that the mixing coefficient is the same in both fluxes. Variable q is the
specific humidity. Again as in the case of momentum integrating we get

H = −KHB
�2 −�1

z2 − z1
(3.42)

and

LE = −KHB
q2 − q1

z2 − z1
. (3.43)

The M–O theory for the heat fluxes has

∂�

∂z
= −�∗

κz
ϕh(ζ) (3.44)

and

∂q

∂z
= −q∗

κz
ϕh(ζ) (3.45)
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with the scales for heat and humidity defined as �∗ ≡ H/u∗ and q∗ ≡ LE/u∗. Again by
integrating Equation (3.45) from z1 to z2 we obtain for � and q

�2 −�1 = −�∗
κ

[
�h(ζ) + ln

(
z2

z1

)]
(3.46)

and

q2 − q1 = −q∗
κ

[
�h(ζ) + ln

(
z2

z1

)]
. (3.47)

As in the case of momentum, viscous sub-layer fluxes are introduced, for heat as

�1 −�S = D2

[
1 − exp

(
− z1T u∗

D2χ

)](
H

u∗

)
(3.48)

and for the specific humidity as

q1 − qS = D3

[
1 − exp

(
− z1T u∗

D3λ

)](
LE

u∗

)
, (3.49)

where χ and λ are molecular, heat and humidity viscous coefficients,�S is sea surface tem-
perature (henceforth SST) and qS is specific humidity just above the water surface, which is
assumed to have its saturation value. Using the assumption z1qu∗/D1λ≈ 1, Equations (3.46)
and (3.48), and definitions of bulk coefficients we evaluate �1 and q1 as

�1 = �S
1

1 − z1T KHB

χ�z

−�2

z1T KHB

χ�z

1 − z1T KHB

χ�z

(3.50)

and

q1 = qS
1

1 − z1qKHB

λ�z

− q2

z1qKHB

λ�z

1 − z1qKHB

λ�z

, (3.51)

with definitions

z1T = ξχD2

u∗
(3.52)

and

z1q = ξλD3

u∗
. (3.53)



62 Fluid Mechanics of Environmental Interfaces

The saturation value can be calculated either from the Clausius–Clapeyron relation or from
some of the empirical relations that will cover wider range of validity in terms of temperature,
like Teten’s formula

esat(T ) = 0.618 exp
(

17.2T

T + 237.3

)
, (3.54)

where T is temperature of the air (water) in deg C and pressure is the standard pressure 1000
mb’s. D2 and D3 can be expressed, like in the momentum case, as

D2 = GR1/4
e P1/2

r (3.55)

and

D3 = GR1/4
e S1/2

c , (3.56)

where G is constant whose value depends on the regime. Again we have three regimes with
limiting Re or corresponding u∗ values. The first regime is the same one that we had for
momentum, i.e. u∗< u∗ with u∗1 = 0.225 [LT−1]. The second regime is for u∗1 < u∗< u∗2
where u∗2 = 0.7 [LT−1] while the third regime with u∗> u∗2. In the first two regimes we
have viscous sub layer with temperature and humidity at the top of it as in Equations (3.50)
and (3.51). In the third regime, rough with spray we neglect the viscous calculations with
the idea that with such strong winds waves are with spray causing direct injection of water
into air.

Mellor (2004) has slightly different formulae for differences in potential temperature and
humidity, analogous to

�2 −�1 = −�∗
κ

[
�h(ζ) + ln

(
z2

z1

)]
+ FYK

( z0u∗
v

, Pr

)

q2 − q1 = −q∗
κ

[
�h(ζ) + ln

(
z2

z1

)]
+ FYK

( z0u∗
v

, Sc

)
. (3.57)

The two extra terms are corrections for the viscosity whose parameterization, according to
the laboratory results (Yaglom and Kader, 1974), is

FYK = 3.14
(u∗z0

v

)1/2
(P2/3

r − 0.2) + 2.11. (3.58)

Numbers Pr and Sc are Prandtl’s turbulent number and Shcmidt’s number respectively.
The energy flux exchanges between the atmosphere and the ocean illustrate nicely two-

way (or circular) nature of the energy flux as depicted in the sketch given in Figure 3.4. Part
of the energy coming from the atmosphere represents the forcing factor for the ocean while
on the other side ocean is also one of the sources of energy for the atmosphere.

Beside these energy exchanges, momentum input from the atmosphere is very important
contributor to the formation of the surface currents while the energy fluxes are dominant
contributors to the SST. Apart from the energy fluxes which operate in situ the other mech-
anism that influences the value of SST is advection done by the ocean currents through the
advection process. For models of the atmosphere, the SST is either the lower boundary con-
dition itself or determines (together with the air temperature) surface heat fluxes which again
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Figure 3.4. Sketch depicting the two-way nature of the atmosphere and the ocean interaction.

are the lower boundary conditions for other models. So for the SST forecast we need atmo-
spheric fluxes while these atmospheric fluxes are in turn dependent on the SST. Very similar
situation is with the mass where evaporation and precipitation and increase/decrease in the
salinity of sea are two connected processes. We will come back to this in the next section.

We turn now to the radiation fluxes. In the situations without the knowledge of the surface
long wave radiation fluxes oceanographers use empirical formulae with the net radiation
LWa − LWo being the most frequently calculated quantity. That can be done as suggested by
May (1986)

LW = 
σ · T 4
a (0.4 − 0.05e1/2

a ) + 4σ · T 3
a (TS − Ta)�(1 − 0.75C3.4), (3.59)

where σ= 5.6 · 10−8 is the Boltzman’s constant, Ta is two-metres temperature [in deg C],
ea is water vapour’s partial pressure [in mb’s], TS is water temperature [in deg C] and C is
cloud cover in ten’s. For the flux of the short wave radiation we can use (Reed, 1977)

SWa = QTOT (1 − 0.62C + 0.0019β) (1 − α), (3.60)

where C is again cloud cover, β is solar noon altitude in degrees and α albedo of the ocean.
QTOT is defined as the sum of solar direct QDIR and diffuse QDIFF radiation, i.e.

QTOT = QDIR + QDIFF , (3.61)

where

QDIR = Q0τ exp [− sec (z)] (3.62)

and

QDIFF = (1 − Aa)Q0 − QDIR

2
. (3.63)
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with Q0 = 1370 [ML2T−3] being short wave flux at the top of the atmosphere, with τ as
transmission coefficient of the atmosphere with the value of 0.7 while Aa = 0.09 is the
absorption coefficient of the combined effect of the water vapour and the ozone (Rosati and
Miyakoda, 1988 and Castellari et al., 1997). Part of the incoming short wave radiation will
partly penetrate the water and will be absorbed there. According to Paulson and Simson
(1977), depth variation of that flux, due to the attenuation, can be calculated as

SWo(z) = SWa(re−z/a1 + (1 − r)e−z/a2 ), (3.64)

With SW a as short wave flux at the ocean’s surface while r, a1 and a2 are constants related
to the optical properties of the water that, according to Jerlov (1976), can be classified into
five groups. Values of these parameters depending on the group are given in Table 3.1.

Table 3.1. Values for the coefficients r, a1 and a2 for different types of sea water.

Jerlov type I Ia Ib II III

r 0.58 0.62 0.67 0.70 0.78
a1 0.35 0.60 1.0 1.5 1.4
a2 23.0 20.0 17.0 14.0 7.9

Typical depth that sunlight can penetrate varies from 25 to 50 meters.
If we have values for SWa and LWa from measurements or from an atmospheric model as

in the case of a numerical weather prediction model, LWa can be treated as an independent
term rather than part of the net radiation term. The ocean is also a source of the long wave
radiation that can be calculated according to the Stephan–Boltzman’s law for a grey body

LWo = εσ · T 4
S , (3.65)

with constant ε close to 1, ε= 0.985 (Gill, 1982). Temperature Ts is the SST in [deg K].

3.4 THE MASS AND SALINITY FLUXES

The question of mass and salinity fluxes, as part of the air–sea interaction, can be regarded
as a single question because changes of the salinity of the sea can be viewed as the flux of
the fresh water to/from the ocean. The diagram of that is shown in Figure 3.5.

The balance of these fluxes means

ρww = E − P (3.66)

where ρw is the density of the water, w is the vertical velocity in the ocean while E and P
are fluxes of water vapour and liquid water (in precipitation) from the atmosphere. On the
other hand, the salt balance can be depicted as in Figure 3.6 leading to

FS + ρwwSw = 0, (3.67)
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Figure 3.5. Diagram of mass flux. Flux of mass into the ocean, represented by the precipitation rate P, flux of
mass out of the ocean, represented by the evaporation rate E, and flux of mass in the ocean ρww that balances the

difference of the first two.
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Figure 3.6. Fluxes contributing to the salt balance. Letter O denotes that atmospheric salt flux is zero. In the
ocean we have diffusion of salt, FS and vertical flux of salt, ρwwSw due to the vertical advection.

where FS is diffusion of salt, ρwwSw is the vertical flux of salt due to the vertical advection,
and Sw is salinity at the sea surface. Combining equations for the fluxes of mass and salinity
we get

FS = −(E − P)Sw. (3.68)

3.5 SIMULATIONS OF AIR–SEA INTERACTION OVER
MEDITERRANEAN AREA

Starting with the climate modelling, the air–sea interaction was introduced as the basic
factor in the large scale and longer term simulations. With the introduction of regional
climate modelling, the spatial scale reduces but the time scale remains the same. That
means that there is still a need for the air–sea interaction. Finally, with the extension of
weather forecast periods beyond 5–7 days, the air–sea interaction found its place in the
models for weather prediction (Miyakoda, 2002).

To approach such a problem, we have created coupled air–sea interaction model for a lim-
ited area (Djurdjević and Rajković, 2002) by coupling NCEP’s Eta meso-scale atmospheric
model (Janjic, 1984, 1994, Mesinger et al., 1988), as the atmospheric component, with
POM (Princeton Ocean Model) (Mellor and Yamada, 1982, Mellor and Blumberg, 1985),
as the ocean component. Exchanges of fluxes and SST were done interactively, after every
physical time-step in the atmospheric model (∼360 s). For this exchange we made special
coupler. Surface fluxes from Eta E-grid were interpolated on POM C-grid using bilinear
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interpolation. The SST from C-grid was set on E-grid using simple averaging of all points
that are inside the area of corresponding E-grid point (the resolution of the ocean model
was about two times larger than the atmospheric model resolution). How good is such a
model depends on the success of the coupling, which means how good are fluxes of energy
and momentum that are exchanged between the two components of the model. That is not
so easy to verify against direct observations so one can look at the SST as a variable most
directly dependent on these exchanges.

Air–sea interaction in the Mediterranean area was analysed. The length of simulation was
one year (2002). It is important to emphasize that the run was uninterrupted for the whole
year, which means: start with a single initial field for both the atmosphere and the ocean,
and then only updating at the boundaries. The ocean part was initialized from the MODB
data set, which is monthly climatology of the Mediterranean sea. For the atmosphere part
the German meteorological service, (Deutshen Wetterdienst or short DWD) data were used
both for the initial and for the boundary conditions. The atmospheric boundary conditions
were updated every six hours. The boundaries for the ocean were kept constant, i.e. no
exchange through the boundaries.

The main topic is to verify the quality of computed fluxes. This will be done indirectly
through verification of the SST. In Figure 3.7 we show time evolution of the mean SST
for the whole Mediterranean sea. We can see that the annual variation was reproduced with
remarkable accuracy. Even on shorter time scales, model was able to follow short scale
variations of SST.
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Figure 3.7. Mean SST for the Mediterranean sea.

To infer the influence of coupling on various results we have compared coupled and
uncoupled runs, (Figure 3.8). For the uncoupled run we had specified the climatological
SST, Reynolds climatology.

First we look into the coupled versus the uncoupled SST, which is presented in bottom
panel of the figure. It is clear that differences are season dependent. They are stronger during
the summer season. Since the atmosphere gets part of its moisture from the sea we looked
into the area averaged diurnal accumulations of precipitation as well, middle panel in the
same figure. The precipitation data cover almost whole of Serbia (south-east of Balkan
peninsula), the area for which we had the data for that particular year. In general, both runs
had surprisingly good precipitation forecasts. The annual accumulation for the observations
was 721 mm, for the coupled model it was 750 mm and for the uncoupled it was 746 mm.
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Figure 3.8. The bottom panel shows mean SST from the coupled run (black line) and, prescribed, climatological
SST (grey line). The middle panel shows precipitation (cumulative diurnal) from the coupled run, black line,
the same for the run with the climatological SST, grey line, and purple dots show observations of cumulative

precipitation. The top panel shows differences in cumulative precipitation between coupled and uncoupled run.

Differences, top panel, were concentrated over the June, July andAugust period, what was
also true for the diurnal averages. In comparison with the observations there is some scatter
but, overall, coupled model does slightly better than the run with the climatological SST.
This, of course, depends crucially on how far or on how close is the actual SST to the clima-
tological one. Presumably, the reason that differences in the SST calculations lead to differ-
ences in the precipitation forecasts indicates that these differences come from the differences
in the latent heat fluxes, so we have another indication of quality of flux calculations.

Using coupled air–sea model, the annual variation in average SST for the whole Mediter-
ranean sea was reproduced with remarkable accuracy. That skill was maintained even on
shorter time scales. Runs with prescribed climatological SST had also surprisingly good
precipitation forecasts. Errors in the annual accumulation were less then 25 mm and 20 mm
for coupled and uncoupled model respectively. Differences were concentrated over the June,
July and August period. The same was valid in the case of diurnal accumulations.

APPENDIX—LIST OF SYMBOLS

List of Symbols

Symbol Definition Dimensions or Units

A arbitrary constant [m s−2]
Aa absorption combined coefficient of

water vapour and ozone

(Continued)
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List of Symbols

Symbol Definition Dimensions or Units

B constant of integration [m2s−2]
C cloud cover in ten’s
D1 constant
D2 constant
D3 constant
E flux of water vapour [kg m−2 s−1]
FYK surface layer correction term for viscosity

part of fluxes
FS salt flux at sea surface [kg m−2s−1]
G constant
H heat flux in the vertical [K m s−1]
Ha heat flux in the vertical in atmosphere [K m s−1, W m−2]
Ho heat flux in the vertical in ocean [K m s−1, W m−2]
KM turbulent diffusivity coefficient for momentum [m2s−1]
KMB bulk turbulent diffusivity coefficient for momentum [m2s−1]
KH turbulent diffusivity coefficient for heat [m2s−1]
KHB bulk turbulent diffusivity coefficient for heat [m2s−1]
[L] the dimension of length
L Monin–Obukhov length [m]
LE latent flux in the vertical [kg kg−1 ms−1]
LW net long wave radiation flux [K m s−1, W m−2]
LW a atmospheres long wave radiation flux [K m s−1, W m−2]
LW o oceans long wave radiation flux [K m s−1, W m−2]
M momentum flux in the vertical [m2s−2]
Ma momentum flux in the atmosphere [m2s−2]
Mo momentum flux in the ocean [m2s−2]
P flux of liquid water (precipitation) [kg m−2s−1]
PGF pressure gradient force [m s−2]
Pr Prandtl’s turbulent number
Q0 solar short wave flux at the top of the atmosphere [W m−2]
QTOT total solar short wave radiation at surface [W m−2]
QDIFF diffuse part of solar short wave radiation [W m−2]
QDIR direct part of solar short wave radiation [W m−2]
Re Reynolds number
Sc Schmidt number
SW salinity at the sea surface [psu]
SWa short wave radiation flux at surface [K m s−1, W m−2]
SWo part of short wave radiation flux in ocean [K m s−1, W m−2]
[T] the dimension of time
T temperature [K]
Ta air 2m temperature [◦C]
Ts sea surface temperature [◦C]
U mean wind velocity in x direction [m s−1]
V mean wind velocity in y direction [m s−1]
W mean wind velocity in z direction [m s−1]

(Continued)
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List of Symbols

Symbol Definition Dimensions or Units

a1 constant related to the optical properties of the water [m]
a2 constant related to the optical properties of the water [m]
ea saturation water vapour partial pressure [h Pa]
esat saturation water vapour pressure [h Pa]
f Coriolis parameter [s−1]
g gravitational acceleration constant [m s−2]
q specific humidity (of water vapour) [kg kg−1]
qs surface specific humidity (of water vapour) [kg kg−1]
r constant related to the optical properties of the water
t time [s]
u∗ friction velocity [m s−1]
uu kinematic flux of U-momentum in x direction [m2s−2]
uv kinematic flux of U-momentum in y direction [m2s−2]
uw kinematic flux of U-momentum in z direction [m2s−2]
w vertical velocity [m s−1]
wθ kinematic flux of heat in the vertical [K m s−1]
wq kinematic flux of latent heat in the vertical [kg kg−1 ms−1]
zo aerodynamic length based on friction velocity [m]
z1T viscous sub layer height for temperature [m]
z1q viscous sub layer height for humidity [m]
� potential temperature [K]
�0 constant, characteristic potential temperature [K]

in the surface layer
�S surface potential temperature [K]
� integral of surface layer stability correction terms
α albedo of the ocean surface
β stability parameter, solar noon altitude [k−2], [rad]
ε emissivity of sea surface
ζ dimensionless height in the surface layer
κ von Karaman constant
λ heat molecular viscosity coefficient [m2s−1]
ρw density of the water [kg m−3]
σ Boltzmann’s constant [W m−2K−4]
τ atmospheric transmission coefficient
υ kinematic molecular viscosity [m2s−1]
φh surface layer stability correction term for heat
φm surface layer stability correction term for momentum
χ humidity molecular viscosity coefficient [m2s−1]
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ABSTRACT

In numerical models of atmospheric flow it is necessary to consider the properties of
boundary-layer flow as averaged over the grid cell of the model. “Flux aggregation” is the
process by which an effective horizontal average or aggregate of turbulent fluxes is formed
over heterogeneous surfaces. The aggregated flux differs from spatial average of equilibrium
fluxes in an area, due to nonlinear advective enhancement associated with local advection
across surface transitions. Aggregated fluxes can be related to vertical profiles only above
the blending height. The concept of so-called blending height has become frequently used
approach to the Parameterization of areally averaged fluxes over heterogeneous surfaces.
There are three approaches commonly taken for calculating the transfer of momentum, heat
and moisture from a grid cell comprised of heterogeneous surfaces. They are: (a) “parameter
aggregation”, where grid cell mean parameters such as roughness length, albedo, leaf area
index, stomatal resistance, soil conductivity, etc., are derived in a manner which attempts to
incorporate in the best way the combined non-linear effects of each of different relatively
homogeneous subregions (“tiles”) over the grid cell; (b) “flux aggregation”, where the fluxes
are averaged over the grid cell, using a weighted average with the weights determined by
the area covered by each tile; and (c) a combination of the “flux aggregation” and “param-
eter aggregation” methods. However, if large differences exist in the heterogeneity of the
surfaces over the grid cell, then a combined method has to be applied. In “parameter aggre-
gation” and “flux aggregation”, numerical modellers usually either use the dominant type
for the grid cell or make a simple linear average to determine grid cell averages of certain
parameters. Both these methods lead to uncertainties in the Parameterization of boundary
layer processes when heterogeneities exist over the grid cell. In this chapter we describe:
(1) the concept of the blending height, (2) an approach for aggregation of aerodynamic sur-
face parameters, (3) an approach for aggregation of albedo and (4) a combined method for
calculating the surface temperature and water vapour pressure over heterogeneous surface.

4.1 FOREWORD

The effect of land surface heterogeneity on the atmosphere and on the surface energy bal-
ance has attracted widespread interest because understanding of this effect is fundamental to
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a comprehensive knowledge of regional and global hydrometeorological processes. More-
over, many investigators are concerned that inadequate treatment of heterogeneity may
weaken confidence in large-scale models, which do not resolve heterogeneity at scales
smaller than the model grid. Several technical advances have spurred interest in hetero-
geneity further; not the least of which is the availability of satellite data. Remote sensing
technology offers high-resolution data to quantify regional and global heterogeneity and
make areal-average measurements representing the effective areal-average value of sur-
face parameters. Computational advances and increased interest in climate, and therefore
in the modelling of land–atmosphere interactions, have also promoted interest in surface
heterogeneity (Michaud and Shuttleworth, 1997).

“Aggregation” generally refers to spatial averaging of some heterogeneous surface vari-
able such as albedo, soil hydraulic properties, soil moisture, fraction of vegetation cover,
surface temperature, surface reflectance, sensible heat flux, latent heat flux, surface resis-
tance, aerodynamic resistance, or aspects of topography; or it refers to spatial averaging
of some near-surface meteorological field such as temperature, humidity or precipitation.
There is the question of how to “average” (arithmetically or logarithmically being two of
the ways), and how to determine the size of the region over which averaging should be
performed. This size depends on the degree of heterogeneity and whether there is a causal
relationship between the variable being averaged and the quantity to be calculated in the
model. There is a possibility that aggregation will fail when a heterogeneous variable has
a nonlinear relationship with some other variable of interest. Moreover, aggregation strate-
gies may be dependent on model formulation. Aggregation is a more limited enterprise than
“scaling”, because scaling seeks to find a basis for relating a phenomenon at one scale to
an analogous phenomenon at other scales. Michaud and Shuttleworth (1997) emphasized
that interest in the “aggregation problem” is motivated largely either by the desire to make
efficient use of highly resolved spatial data, or by the desire to proceed confidently without
utilisation of detailed data. In other words, it seeks to address the question, “How can we
model variable processes spatially using a grid cell which is coarse enough to be econom-
ical, yet fine enough that results are not affected by sub-grid-scale variability?” However,
the topic of aggregation is equally pertinent to the question of adequate spatial resolution
of measurements; hence there is a need to investigate the effect of spatial resolution on the
accuracy of remotely sensed measurements.

In numerical models of atmospheric flow it is necessary to consider the properties of
boundary-layer flow as averaged over the grid cell of the model. “Flux aggregation” is
process by which an effective horizontal average or aggregate of turbulent fluxes is formed
over heterogeneous surfaces. The aggregated flux differs from spatial average of equilibrium
fluxes in an area, due to nonlinear advective enhancement associated with local advection
across surface transitions. Aggregated fluxes can be related to vertical profiles only above
the blending height. The concept of so-called blending height has become frequently used
approach to the Parameterization of areally averaged fluxes over heterogeneous surfaces
(e.g. Wieringa, 1986; Mason, 1988; Claussen, 1990, 1991, 1995). For above the blending
height modifications of air flow owing to changes in surface conditions will not be recog-
nisable individually, but an overall stress or heat flux profile will exist, representing the
surface conditions of a large area. This concept should be applicable to variation in surface
conditions at scales considerably smaller than 10 km, i.e., for so-called disorganised or Type
A landscapes (Shuttleworth, 1988). At these scales the concept of blending height has been
tested by microscale models (e.g. Mason, 1988; Claussen, 1991). In flow over terrain inho-
mogeneities at scale larger than 10 km, i.e. over so-called organised or Type B landscapes,
blending takes place essentially above the surface layer where Coriolis effect must not be
ignored. Moreover, in Type B landscapes, secondary circulations may develop which mix
momentum and energy throughout the planetary boundary layer efficiently and presumably
affect surface fluxes (Claussen, 1995).
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Until the middle of the last decade, the hydrologists and meteorologists have invested a
large effort in making the theoretical and modelling background related to the aggregation
of fluxes and parameters. Those efforts and results reached are comprehensively elaborated
by Michaud and Shuttleworth (1997) through the Tucson Aggregation Workshop summary
findings that will be given in this chapter in exactly the same form as it was done in the
paper by aforementioned authors. They can be summarised as follows:

• Aggregation of land surface properties appears to be successful to within an accuracy
of about 10% in many, but not all, circumstances. Stated more precisely, effective
parameter values representing the areal averages of land surface properties in models
of surface–atmosphere interactions have been calculated successfully from simple aver-
aging rules, with the form of the latter being related to the nature of the variable being
averaged (e.g. Shuttleworth, 1991). Patch-scale and meso-scale simulations show that
energy fluxes calculated from these effective (aggregated) parameters can be within
10% of energy fluxes obtained from higher-resolution simulations (Dolman and Blyth,
1997; Noilhan et al., 1997; Sellers et al., 1997).

Using a combination of wind tunnel experiments, theoretical analysis, and simula-
tion, Raupach and Finnigan (1997) showed that the regional energy balance is insensitive
to the presence of hills of moderate size, providing that the nature of the vegetation and
soil at the surface and the soil water available to the vegetation are uniform. Aggregation
of near-surface meteorology considered in isolation is likely to be successful for slopes
up to 20%.

The above successes are encouraging, but additional work is needed in (1) the aggre-
gation of soil hydraulic properties, (2) lateral near-surface water and groundwater flow,
and (3) examination of the effect of distinct lateral changes in vegetation height. In
addition, some, but not all, researchers point to the need for additional work in the
aggregation of soil moisture. Although there has been substantial progress in under-
standing scaling of ecohydrologically relevant soil parameters at plot and field scales
(1–10 000 m2) (Kabat et al., 1997), this progress has been little recognised by the
large-scale meteorological modelling community; the applicability of these scaling
procedures at large scales remains under-explored. In terms of soil moisture, several
researchers (Wood, 1997; Sellers et al., 1997) have shown that neglecting small-
scale moisture variability may compromise coarse-grid simulations of areal-average
evaporation, though Sellers et al. (1997) view this as of secondary significance.

• Meso-scale heterogeneity in land surface properties is now known to be capable of gen-
erating meso-scale circulations, which can have a significant effect on vertical energy
transfers within the atmosphere. Parameterization of this phenomenon, which would
allow general circulation models to accommodate these additional sub-grid-scale atmo-
spheric transport processes, is a topic of active research (Pielke et al., 1997). However,
some researchers (Noilhan et al., 1997) view the need to provide such Parameterization
with less urgency, drawing attention to the moderating effect of winds.

• The purpose of many aggregation studies is to provide information to refine or stim-
ulate regional and global models of the interactions between soil, vegetation, energy,
and water. The basic tools for regional ecohydrological modelling have already been
developed and applied in mountainous terrain (Thornton et al., 1997). Adequate specifi-
cation of finely resolved near-surface meteorology, particularly precipitation, is one of
the difficulties that needs to be addressed, but there is currently no universally accepted
procedure for doing this.

• Remotely sensed vegetation indices contain useful information on the bulk stomatal
resistance and photosynthetic uptake of vegetation (Sellers et al., 1992), but the roles
of vegetation type and nutrition on the interpretation of these indices require further
investigation.
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• Aggregation of remotely sensed measurements in sparse canopies can be accomplished
with little error in some circumstances (such as aggregation of surface temperature from
1 m2 to 1 km2) but not others (such as aggregation of sensible heat to 1 km2 (Moran
et al., 1997).

4.2 THE CONCEPT OF BLENDING HEIGHT

In the studies of the heterogeneous terrain, Wieringa (1986) suggested averaging momentum
fluxes at a blending height. He interpreted the blending height as a height above which
modifications of air flow owing to changes in surface conditions will not be recognised
individually, but overall stress or heat flux exist, representing the surface conditions of a
large area. Mason (1988) more explicitly defined the blending height lb [L] as a scale height
at which the flow is approximately in equilibrium with local surface and also independent
of horizontal position. Using the latter definition, the momentum flux −(uw′)[L2T−2] on
average over a heterogeneous surface is

[
−(uw′) =

∑
i

[−(uw′)i]

]
= κ2U 2(lb)

∑
i

σ i
c

ln
(

lb
zi

0

)2 (4.1)

where square brackets denote a horizontal average, σ i
c is fractional area covered by a patch

i with the roughness length zi
0[L]. U [LT−1] is mean wind speed and κ the von Karman

constant (here κ= 0.4). An aggregated roughness length z0a[L] can also be defined from
Eq. (4.1), as

1

ln
(

lb
z0a

)2 =
∑

i

σ i
c

ln
(

lb
zi

0

)2 . (4.2)

Mason (1988) provided a heuristic model, which indicates that

lb
Lc

(
ln

ld
z0

)2

≈ 2k2 (4.3)

where Lc[L] is horizontal scale of roughens variations, and from Eq. (4.3) one can conclude
that lb/Lc ≈ O(10−2). Claussen (1991) deduced the blending height from numerical simula-
tions of air flow over a surface with randomly varying roughness. He found that the sum of
errors owing to the assumptions of horizontal homogeneity and equilibrium with the local
surface attains a minimum at a height, which is roughly as large as the diffusion height
scale ld

lb
Lc

(
ln

ld
z0

)
≈ cik (4.4)

where the constant ci should be O(1). Claussen (1990) found ci = 1.75. Using either estimate
of blending height, Eq. (4.3) or (4.4), one obtains reasonably accurate estimates of an
aggregated roughness length. Differences between estimates are small particularly when
considering the inaccuracy in determining Lc. From simulations of air flow over randomly
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varying surface conditions, Claussen (1991) inferred that Lc is the length scale at which on
average the surface conditions change over a larger fetch.

4.2.1 Parameter aggregation

Provided Lc and σ i
c are known, then the blending height and the aggregated roughness

length can be obtained from Eqs. (4.2) and (4.3) or (4.4). The average momentum flux
is finally computed from the aggregated roughness length. The computation of areally
averaged fluxes from aggregated parameters will be called “parameter aggregation” in the
following. Formally, an areally averaged flux 〈�〉 is

〈�〉 = f (ψa, . . . ) (4.5a)

where the vector of aggregated surface parameters is a function of surface parameters of
each land type,

ψa = f (ψi). (4.5b)

For example, z0a is given by Eqs. (4.2), (4.3) or (4.4), but for an aggregated albedo αa,

αa =
∑

i
σ i

cαi.

4.2.2 Flux aggregation

In stratified flow, it has been proposed (e.g. Wood and Mason, 1991; Noilhan and Lacarrère,
1992) to apply the method of “parameter aggregation” also to estimation of areally averaged
heat fluxes, i.e. by defining proper values of aggregated albedo, aggregated leaf area index,
or aggregated stomatal resistances. However, “parameter aggregation” will fail if surface
conditions vary strongly. For example, definition of an aggregated soil heat conductivity
is cumbersome in the presence of water and soil. The heat flux into soil is predominantly
conductive, whereas water advection or thermoclinic circulation could influence the heat
flux into water. Likewise, it has been shown (e.g. Claussen, 1990; Blyth et al., 1993) that an
aggregated stomatal resistance is impossible to find if the local resistances vary strongly.

A second complication arises as a result of the nonlinear relationship between turbulent
fluxes and vertical mean profiles. For example, the vertical gradient of potential tempera-
ture can be positive on average over larger area, whereas the averaged heat flux is upward,
because strong turbulence in small regions of unstable stratification can dominate the aver-
aged heat flux, resulting in an averaged flux opposite to the averaged vertical gradient of
potential temperature. This process is important in the winter polar zones (e.g. Stössel and
Claussen, 1993; Claussen, 1995). To circumvent these problems, Claussen (1991) sug-
gested computing momentum and heat fluxes at the blending height for each land-use type,
which can be identified in the area under consideration. Consequently, the averaged surface
fluxes are obtained by the average of surface fluxes on each land-use surface weighted by
its fractional cover σ i

c. This method is called “flux aggregation” in the following. Formally,

〈�〉 =
∑

i

σ i
c�i (4.6a)
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where

�i = f (ψi, . . . ). (4.6b)

Fluxes �i also depend on turbulent transfer coefficients, which in turn are functions some
of the components ψi. The requirement of computing the surface fluxes for each land type
at the blending height leads to a revised formulation of turbulent transfer coefficients which
differs from the conventional formulation (Claussen, 1991).

4.3 AN APPROACH FOR AGGREGATION OF AERODYNAMIC SURFACE
PARAMETERS OVER HETEROGENEOUS SURFACE

Numerical modellers usually either use the dominant surface type over the grid cell or a
simple linear average to determine grid cell averages of surface parameters. Both methods
have problems in parameterising the surface layer processes when large heterogeneities exist
over the grid cell (Mason, 1988; Claussen, 1995; Hess and McAvaney, 1998). However, it is
possible to make aggregation of some surface parameters over the grid cell in a more physical
way as it is done by Mihailović et al. (2002). They suggested approaches for: (1) calculating
the exchange of momentum between the atmosphere and heterogeneous surface, (2) deriving
the equation for the wind speed profile in a roughness sublayer under neutral conditions,
and (3) derivation of the aggregated roughness length and displacement height over the
grid cell.

4.3.1 Mixing length and momentum transfer coefficient

We derive first an expression for the momentum transfer coefficient Km [L2T−2] and the
wind profile, under neutral conditions above a heterogeneous grid cell consisting of patches
of vegetation, solid part (e.g. bare soil, rock, urban tile), and water. The non-uniformity of
the vegetative part is expressed by the surface vegetation fractional cover σi representing
the i type of vegetation cover filling the grid cell. Their sum takes values from 0 (when
only solid surface or water are present) to 1 (when the ground surface is totally covered
by plants). The non-uniformity of solid (solid parts of urban area, rock solid and bare soil)
and liquid portions (sea, river, lake, water catchments) of the grid cell will be denoted by
symbols δi and νi, representing the surface solid and water fractional cover respectively. The
total sum of all these fractional covers must be equal to unity. A realistic surface of a grid
cell is rather porous with patches of solid material, vegetative portions and free air spaces
inside and around it, which can produce quite different modes of turbulence in comparison
with a uniform underlying surface. Also, the designed underlying surface in the grid cell is
a mosaic of patches of various sizes and different aerodynamic characteristics. Presumably,
this mosaic will produce microcirculations with possible flow separations at leading and
trailing edges, setting up a highly complex dynamic flow. In this section, we will not address
the consequences of such non-uniformity of the vegetation part of the underlying surface.
Instead, following calculations are based on the assumption that the underlying surface is
a combination of the only three portions consisting of a vegetative portion, characterised
with total fractional cover σ, a solid portion, characterised with total δ, and a liquid portion
having total fractional cover ν= 1 − σ− δ.

As suggested by Mihailović et al. (1999), who introduced an expression for the mixing
length over a grid cell consisting of vegetated and non-vegetated surface, the aggregated
mixing length la

m [L] at level z[L] above a grid cell consisting of a heterogeneous surface as
defined above, might be represented by some combination of their single mixing lengths.
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If, as a working hypothesis, we assume a linear combination weighted by fractional cover,
according to mixing length theory we can define la

m as

la
m = κ

[
K∑

i=1

σiςi(z − di) +
L∑

i=1

δiz +
M∑

i=1

νiz

]
, (4.7)

where σi, δi and νi are partial fractional covers for vegetation, solid part, and water surface,
with K , L, and M as the maximum number of patches in the grid cell respectively, while di
is zero displacement height for the ith vegetative part in the grid cell. Parameter ςi is the
dimensionless constant introduced by Mihailović et al. (1999) that depends on morphologi-
cal and aerodynamic characteristics of the vegetative cover whose values vary according to
the type of vegetative cover. The functional form of the parameter ς, considered as a function
of leaf drag coefficient Cd and leaf area index LAI , was derived empirically by Lalić (1997)
and Lalić and Mihailović (1998). They analysed the wind profiles in the sublayer above a
broad range of vegetation [ i.e. short grass (Morgan et al., 1971), tall grass (Jacobs and van
Boxel, 1988) and forest (De Bruin and Moore, 1985)], using the maximum and minimum
values of LAI for 20 types of vegetation listed in Delage and Verseghy (1995). Compari-
son of model simulations with observations showed a good agreement with the expression
ς2 = √

2(CdLAI )1/10 for short grass, ς2 = 2(CdLAI )1/5 for tall grass, and ς2 = 4(CdLAI )1/2

for forest.
The momentum transfer coefficient Km for the non-homogeneous vegetative cover is

Km = la
mua

m (4.8)

here ua∗ [LT−1] is a friction velocity above non-homogeneously covered grid cell. Replacing
la
m, in Eq. (4.8), by the expression (4.7), we get

Km = κ

[
K∑

i=1

σiςi(z − di) +
L∑

i=1

δiz +
M∑

i=1

νiz

]
ua

∗. (4.9)

4.3.2 Wind profile

Using the assumption that the friction velocity ua∗ is equal to la
m du/dz yields

ua
∗ = κ

[(
K∑

i=1

σiςi +
L∑

i=1

δi +
M∑

i=1

νi

)
z −

K∑
i=1

σiαidi

]
du

dz
. (4.10)

This equation can be integrated to

u(z) = ua∗
κ

1
K∑

i=1

σiςi +
L∑

i=1

δi +
M∑

i=1

νi

ln

[(
K∑

i=1

σiξi +
L∑

i=1

δi +
M∑

i=1

νi

)
z −

K∑
i=1

σiςidi

]
+ Ci (4.11)
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where Ci is an integration constant. If we introduce the following notations

� =
K∑

i=1

σiςi +
L∑

i=1

δi +
M∑

i=1

νi (4.12)

and


 =
K∑

i=1

σiςidi, (4.13)

then Eq. (4.11) can be written in a concise form

u(z) = ua∗
k

1

�
ln(�z − 
) + Ci. (4.14)

The constant Ci can be found if we introduce the assumption that the extrapolation of the
wind profile given by Eq. (4.14) produces zero wind velocity at some height zk [L] defined
as

zk = Z0 + D (4.15)

where

Z0 = z0

�
(4.16)

and

D = 


�
. (4.17)

The last two expressions can be considered as aggregated roughness length and displace-
ment height over a non-homogeneous surface in the grid cell as in Mihailović et al. (1999)
for the case of a surface consisting only of bare soil and vegetation patches.

The above condition can then be written as

0 = ua∗
κ

1

�
ln(�zk − 
) + Ci. (4.18)

After substituting the expressions (4.15), (4.16) and (4.17) into Eq. (4.18), we find that the
constant Ci is given by

Ci = ua∗
κ

1

�
ln z0. (4.19)

Finally, combining the expressions (4.14) and (4.18), we derive a wind profile in the rough-
ness sublayer above the non-uniform surface in the grid cell under neutral conditions, which
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can be written in the form

u(z) = ua∗
κ�

ln
z − D

Z0
. (4.20)

In this wind profile, Z0 and D, defined by Eqs. (4.16) and (4.17), represent the aggregated
roughness length and displacement height above the grid cell, respectively. Note that the
aerodynamic properties of different types of vegetation, expressed through the vegetation-
type dependent parameter ς, are incorporated into the expressions for � and 
 and, thus,
Z0, D and u(z).

4.3.3 Parameterization of roughness length and displacement height

Equation (4.14) can be used in numerical modelling of atmospheric processes above built-in
urban areas and forest canopies since their dynamics exhibits many similarities as well as
dissimilarities (Fernando et al., 2001). This wind profile can be also successfully applied to
modelling processes above an urban grid cell (Mihailović et al., 2005; Lazic et al., 2002). In
the Parameterization of the aggregated roughness length given by Eq. (4.16), it seems that
a suitable choice would be to separate the vegetative, z0v [L], and non-vegetative, z0n [L],
parts of the grid cell. Bearing in mind that the non-vegetative part includes solid and liquid
fraction with roughness lengths z0s [L] and z0l [L] respectively, the aggregated roughness
length may be written in the form

Z0 = 1

�

σ z0v + δz0s + νz0l

σ + δ+ ν
. (4.21)

Since the sum of total fractional covers is equal to 1, the last expression can be simplified

Z0 = σ z0v + δz0s + νz0l

�
. (4.22)

For roughness length of solid and water fraction, we use a simple average having the form

z0s =

L∑
i=1

δiz
i
0s

L∑
i=1

δi

(4.23)

and

z0l =

M∑
i=1

νiz
i
0l

M∑
i=1

νi

. (4.24)

However, for the roughness length of the vegetative part, we will use a simple average in
combination with the expression for the generalised roughness length (Mihailović et al.,
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1999). In that case, we obtain

z0v =

K∑
i=1

σiς
m
i

σi(ςi − 1) + 1
zi

0v

K∑
i=1

σi

, (4.25)

where ςm
i is a parameter for ith part of a vegetative cover in the grid cell, while m is

a parameter that has a value of 2 according to Mihailović et al. (1999). The use of this
parameter in the expression for the wind profile in the roughness layer gives systematically
better results above the broad range of plant communities than the classical logarithmic
wind profile (Mihailović et al., 1999).

Substituting (4.23), (4.24) and (4.25) into Eq. (4.16), we obtain the expression for the
roughness length Z0 as

Z0 = 1

�

⎡
⎢⎢⎢⎢⎢⎣

K∑
i=1

σiς
m
i

σi(ςi − 1) + 1
zov,i +

L∑
i=1

δiz
i
0s

L∑
i=1

δi

+

M∑
i=1

νizol,i

M∑
i=1

νi

⎤
⎥⎥⎥⎥⎥⎦. (4.26)

According to Eqs. (4.12), (4.13) and (4.17), the aggregated displacement height D has the
form

D =

L∑
i=1

ςiαidi

K∑
i=1

σiςi +
L∑

i=1

δi +
M∑

i=1

νi

. (4.27)

Mihailović et al. (2002) have performed numerical tests comparing the aforementioned
expressions for aggregated aerodynamic characteristics with some earlier approaches
(Kondo and Yamazawa, 1986; Claussen, 1995). It was done by comparison of the wind
profiles using the observations obtained in an urban area. They found that (1) there exists
a better physical justification of the derivation of aggregate aerodynamic characteristics
than in the case when aggregation is made by a simple averaging method, (2) in numerical
experiments with different fractions of grid cell components the aggregated aerodynamic
parameters show more realistic reproduction of the behaviour of observed features, and (3)
the wind profile above the urban area obtained by Eq. (4.20) simulates more correctly the
wind speed than the two other methods.

4.4 AN APPROACH FOR AGGREGATION OF ALBEDO OVER
HETEROGENEOUS SURFACE

In the grid-based environmental models, numerical modellers usually make a simple aver-
aging to determine the albedo as the grid cell-average albedo, a key variable in the
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Parameterization of the land surface radiation and energy budgets (Wetzel and Boone,
1995; Jacobson, 1999; Hu et al., 1999). Recently, attempts go towards the calculation
of the net shortwave radiation by combining the net albedo from different patches (Walko
et al., 2000). However, a physics-based analysis indicates that there is a significant deviation
of the albedo above such a heterogeneous surface from that calculated by simple averag-
ing, seriously affecting the calculated values of quantities describing surface biophysical
processes like land surface energy budgets, canopy photosynthesis and transpiration, urban
area physics and snow melt, among others (Mihailović and Kallos, 1997; Delage et al.,
1999). It is, therefore, important to understand the general behaviour and limitations of
the approaches used for aggregating the albedo over a heterogeneous grid cell in current
land surface models. With these issues in mind, this section considers a new approach for
aggregating the albedo over a very heterogeneous surface in land surface schemes for use
in grid-based environmental models following Kapor et al. (2002) and Mihailović et al.
(2003). More precisely, they introduced a method for accounting for the effect of different
height levels and nature of the surfaces present in a given grid cell. This procedure, although
transparent, is rather cumbersome, so that we shall demonstrate it using a situation with
rather simple geometry, i.e. a two-patch grid-cell with a simple geometrical distribution and
different heights of its components. We start with a discussion of the basic assumptions of
the approach, and then derive a general expression for the aggregated albedo. The derived
expression for the albedo of this particular grid-cell is compared with the conventional
approach, using a common Parameterization of albedo over the same grid cell (Oke, 1987).

First of all let us state the basic assumptions. We suppose that the basic constituent of the
albedo, coming from the grid-cell, describes the diffuse, homogeneous single scattering of
incoming radiation from a given surface. This simplifying assumption neglects the multi-
ple scattering effect and the dependence of the albedo on the zenith angle of the incident
radiation. Apparently, within this approach, the geometry plays an essential role. In our
approach, a part of the radiation reflected from the lower surface is completely absorbed by
the lateral sides of the surface lying on a higher level. Consequently, the idea is to calculate
the ratio of the reflected energy lost in this manner by calculating the solid angle within
which these lateral sides are seen from each point of the lower surface. It is important to
stress here another assumption that differs this work from one of Schwerdtfeger (2002). We
assume here that the observer (measuring instrument) is sufficiently high so that the whole
grid-cell is seen under a small angle and the influence of height could be neglected.

To calculate the radiant energy flux dE/dt, we introduce the total intensity of radiation
I obtained from the monochromatic intensity by integrating it over the entire range of the
spectrum. Taking into account that within our approach I is a constant, we can write down
our basic expression following Liou (2002)

(
dE

dt

)
= I dS cos θ d�, (4.28)

where dS is the infinitesimal element of surface on which radiation comes or reflects from,
cos θ describes the direction of the radiation stream, while d�= sin θ dθ dϕ is the element
of solid angle within which our differential amount of energy is confined to.

After stating our basic assumptions, we shall explain our analytic treatment for the most
general case. Let us concentrate on the average albedo of the properly chosen grid-cell of
the area S as presented in Fig. 4.1.

For simplicity we assume that this region consists of two surface types, with different
albedos and heights. Accordingly, we assume that this grid-cell is divided into two subregions
having the areas S1 and S2 with corresponding albedos α1 and α2 respectively, while the
relative height of the higher surface is h. In order to define the position of a particular
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Figure 4.1. Schematic representation of the grid-cell of an arbitrary geometry consisting of two surfaces of the
relative height h. Notation follows the text.
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Figure 4.2. Schematic representation of the differential solid angle used in definition of (dE/dt)1.

point we have to use the global (x, y, z) reference frame as well as the local reference frame
(x′, y′, z′) assigned to each point, which is used for the calculation of the solid angle under
which the vertical boundary between two surfaces is seen from the given point (Fig. 4.2).
Let us note that the local axes are parallel to the corresponding global ones. According to
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the conventional approach, the average albedo αc over the grid-cell of an arbitrary geometry
is given as

αc = α1σ1 + α2σ2 (4.29)

in terms of the fractional covers σi = Si/S (i = 1, 2), where S = S1 + S2 is the total grid cell
area.

Our idea is to introduce the “loss coefficient” kl (0< kl ≤ 1), which measures the relative
radiant flux lost from the reflected beam from the lower surface due to their non-zero relative
height. We must emphasise that our basic assumption is that the flux of radiation that reaches
the vertical boundary surface of the area S3 (which lies in the plane orthogonal to the surfaces
S1 and S2) is completely lost. This means that we are not taking into account the contribution
of the radiation reflected from the surface S3 to the total reflected flux of radiation. In that
way we calculate the average albedo αn of this grid-cell as

αn = (1 − kl) α1σ1 + α2 σ2. (4.30)

One way of accounting the possible reflection from the vertical boundary would be to add
the term including the albedo of the vertical boundary which, however, need not be equal to
α2 at all, which poses an additional problem. Finally, our definition of the loss coefficient
brings us to the following relation

kl =

(
dE

dt

)
l(

dE

dt

)
h

(4.31)

where (dE/dt)h = IS1π is the amount of flux which the land surface of area S1 emits into
the upper half-space (Liou, 2002), while (dE/dt)1 is the part of the total energy coming
from surface S1 towards surface S3. Our definition of the loss coefficient is conceptually
analogous to the idea of the sky-view factor introduced by Oke (1987). More precisely, his
sky-view factor would be represented as 1 − kl for the infinite obstacle case. This concept
is currently used in some urban models for estimation of the trapping of solar radiation and
outgoing longwave radiation flux by the urban street canyon system (Masson, 2000). Let us
note that in our approach we are interested in aggregating the albedo so we do not consider
the particular fluxes that are in the focus of the foregoing studies.

The amount of emitted flux reaching the vertical boundary is calculated as the sum of all
infinitesimal amounts of radiant flux emitted from the infinitesimal surface element dxdy
(centred around the point with position vector �r), confined in the solid angle d� under
which the element dxdy “sees” the surface S3 (Fig. 4.2). Let us note that we have chosen the
lower surface to have z = 0 so it is omitted in the calculations.

Figures 4.3a and 4.3b show boundaries for the integration over the azimuth (ϕ1,ϕu) and
zenith (θ1, θu) angles in terms of the global coordinates (x, y) of the given point, where the
subscripts l and u denote the lower and upper boundary respectively. Accordingly, we can
write down the following relation

(
dE

dt

)
l

= I
∫∫

S

dxdy
∫ ϕu(�r)

ϕl (�r)
dϕ
∫ θu(�r,ϕ)

θl (�r,ϕ)
cos θ sin θ dθ. (4.32)
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Figure 4.3. Definition of the boundaries for the integration over the local (a) azimuthal and (b) zenithal angle for
the grid-cell of an arbitrary geometry.
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Figure 4.4. Schematic representation of the square grid-cell consisting of two surfaces of the relative height h.
Notation follows the text.

Combining Eqs. (4.31) and (4.32), we can evaluate the loss coefficient k needed for
calculating the average albedo given by Eq. (4.30).

In order to demonstrate this procedure, we shall apply this analytic treatment to a
particular situation consisting of the square grid-cell with the edge size L presented in
Fig. 4.4. For the sake of simplicity, we assume that this grid-cell is divided into two
subregions having rectangular form. These two subregions have areas S1 = L × l and
S2 = L × (L − l), with corresponding albedos α1 and α2 respectively, while the relative
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height of the higher surface is h. Now (dE/dt)h = ILlπ (while (dE/dt)1 given by Eq. (4.32)
becomes(

dE

dt

)
l

= I
∫ l

0
dy
∫ L

0
dx
∫ ϕu

ϕl

∫ θu

θl

cos θ sin θ dθ dϕ (4.33)

with

ϕl = arctg
l − y

L − x
ϕu = π

2
+ arctg

x

l − y
(4.34)

and

θl = arctg
l − y

h sin ϕ
θu = π

2
(4.35)

as defined in Kapor et al. (2002). Let us note that the expression for θl is valid for any
0 ≤ϕ≤π. Introducing the reduced dimensionless quantities

�x = x

L
, �y = y

L
,

�

l = l

L
,

�

h = h

L
,

our final result for the loss coefficient (4.31), as the function of the reduced relative height
�

h and reduced length
�

l , after some substitutions can be presented as

kl(
�

l ,
�

h) = 1
�

lπ

⎧⎪⎨
⎪⎩

�

l arctg
1
�

l
−
√

�

h2 + �

l 2 arctg
1√

�

h2 + �

l 2

+ �

h arctg
1
�

h

+ 1

4
(1 − �

l 2)
[
ln (1 + �

l 2) − ln (1 + �

h2 + �

l 2)
]

+1

4

�

h2 ln (1 + �

h2 + �

l 2)

+ 1

4
(1 − �

h2) ln (1 + �

h2) + 1

4

�

l 2
[
ln

�

l 2 − ln (
�

h2 + �

l 2)
]

+ 1

4

�

h2
[
ln

�

h2 − ln (
�

h2 + �

l 2)
]⎫⎪⎬
⎪⎭ (4.36)

Let us now compare the effect of the two approaches given by expressions (4.29) and
(4.30) (i.e. the conventional and proposed approaches) by analyzing some limiting cases.
Expression (4.36) behaves as h/(2l) for small h/l so it vanishes identically for h = 0. For

l → 0, and consequently
�

l → 0, it has a finite value equal to 1/2, and since σ1 vanishes,
average albedo tends to α2, as it should. For further analysis, we have calculated the ratio
of the average albedos obtained by the proposed and conventional approaches as


 = αn

αc
. (4.37)
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Figure 4.5. Dependence of 
 ratio on the reduced length l/L.

In the particular case α1 =α2/2 this ratio becomes


 =
1 − [1 + kl(

�

l ,
�

h)]

�

l

2

1 −
�

l

2

(4.38)

where kl(
�

l ,
�

h) is given by expression (4.36). Figure 4.5 depicts 
 as a function of the

reduced length
�

l = l/L and considered the reduced relative height
�

h = h/L as the parameter.
The inspection of this plot indicates that the albedo calculated by the proposed approach

is always lower than the conventional one, decreasing non-linearly when
�

l increases. So
the decrease in albedo is up to 20 percent for ρ= 1 and a reduced relative height of 1.
These differences in albedo may have a significant impact on the calculation of the energy

budget over the grid-cell. This study depicts another important property: for
�

l = L, the loss
coefficient does not vanish, but in fact remains finite with a value coming from

lim
�
l →1

kl(
�

l ,
�

h) = 1

4
+ 1

π

(√
1 + �

h2 arctg

√
1 + �

h2 − �

h arctg
�

h

)

− 1

2

(√
1 + �

h2 − �

h

)
− 1

4π

�

h2 ln
(1 + �

h2)2

(2 + �

h2)
�

h2
. (4.39)
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This is the consequence of the fact that a vertical surface at the edge of the grid-cell must
have an impact to its albedo. This can be explained in a more extreme case by considering
the albedo of a square grid-cell surrounded by vertical boundaries of height h. If we neglect
the boundaries, its albedo would be equal to some value α. However, it can be seen very
easily that due to the additivity of solid angles, the effective albedo is equal to α multiplied
by the factor

�(
�

h) = 1 − 4κ(1,
�

h) (4.40)

i.e. a factor whose magnitude is between 0 and 1. In fact, for h = 0, it is equal to 1, while

for a large
�

h it vanishes. One should notice the importance of this effect for the calculations
particularly in urban areas, where the height might be close or even larger than the cell size,

so
�

h need not be small at all. For the small values of the reduced relative height
�

h, the loss

coefficient is proportional to
�

h what allows us in practical calculations in environmental
modelling to use a rather simplified form of loss coefficient instead of its complete form
given by the expression (4.36). In fact dimensional considerations indicate that this must be
true in the most general case. More precisely, if there are more than two patches, the loss
coefficient for any surface due to the presence of another (higher) surface should be always
proportional to its relative height, so in the future work we shall use this approximation to
study some practical situations.

To calculate the albedo of urban grid cells using the proposed method by aggregating
their albedos over several patches included in the grid cell, we have to suppose that all
patches have a rectangular form located to each other. This case can be treated analytically
in principle, yet the expression is much more complex. So we decided to treat it by an
empirical approach based on the knowledge of the behaviour studied above. Let us study
any two patches having contact at some line (denoted by i and j; i, j enumerating patches).
Expanding the expression (4.29) we obtained effective albedo of the lower surface (let us
say i) as

αn = αc(i, j) − kl(i, j)αiσi. (4.41)

We know that the limiting expression for only two patches and small relative height is
kl(i, j) = (hj − hi)/(2L). However, in practice the coefficient ki, j between two adjacent surfaces
can be estimated by some empirical expressions based on dimensional consideration.

4.5 A COMBINED METHOD FOR CALCULATING THE SURFACE
TEMPERATURE AND WATER VAPOUR PRESSURE OVER
HETEROGENEOUS GRID CELL

In numerical modelling of surface layer processes, as mentioned above, two approaches
are commonly taken for calculating the transfer of momentum, heat and moisture from
a grid cell comprised of heterogeneous surfaces. They are: (1) “parameter aggregation”,
where grid cell mean parameters are derived in a manner which attempts to best incorporate
the combined non-linear effects of each of different relatively homogeneous subregions
(“tiles”) over the grid cell and (2) “flux aggregation”, where the fluxes are averaged over
the grid cell, using a weighted average with the weights determined by the area covered
by each tile; according to Hess and McAvaney (1997) and Hess and McAvaney (1998);
there is also the third approach as a combination of the “flux aggregation” and “parameter
aggregation” methods, the so-called combined method. When the underlying surface over
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the grid cell is homogeneous, the turbulent transfer physics can be treated as (1) or (2)
(Claussen, 1991, 1995). If large differences exist in the heterogeneity of the surfaces over
the grid cell then a combined method has to be applied. The application of the aggregation
method requires a control regarding its sensitivity to chaotic time fluctuations, realisability
and proper aggregation of biophysical parameters relevant for calculating turbulent fluxes
over the grid cell (Mihailović, 2002). However, when either the “flux aggregation” method
or its combination with the “parameter aggregation” is used, then certain anomalies can
arise through the “Schmidt paradox”, leading to a situation of the occurrence of the counter-
gradient transport between the surface and the lowest model level. In this section we will
suggest a method that combines the “parameter aggregation” and the “flux aggregation”
approaches in calculating the surface temperature of the heterogeneous grid cell.

In the following text we use angular brackets to indicate an average of certain physical
quantity A over the grid cell, i.e.

〈A〉 =
NP∑
i=1

ξiAi (4.42)

where NP is the number of patches within a grid cell and ξi is fractional cover for the ith
surface type. In “parameter aggregation” approach, the mean sensible heat flux 〈H0〉 and
latent heat flux λ〈E0〉, calculated over the grid cell, where λ is latent heat of vaporisation,
are found by assuming, for example, the aerodynamic resistance representation, i.e.

〈H0〉 = ρpcp
〈T0〉 − Ta

〈ra〉 (4.43)

and

λ〈E0〉 = ρpcp

γ

〈e0〉 − ea

〈ra〉 , (4.44)

where ρp is the air density, cp is specific heat of air at constant pressure, γ is psychrometric
constant, ra is resistance between canopy air or ground surface and the atmospheric lowest
model level, T is temperature and e is water vapour pressure. The subscript a indicates the
atmospheric lowest model level and the subscript 0 indicates the surface or environment
within the canopy. The 〈ra〉 is defined as

〈ra〉 = 〈rs〉δµ+ 1

κ〈u∗〉 ln
〈za〉 − 〈d〉(1 − δ)

〈zb〉 − 〈d〉(1 − δ)
, (4.45)

where rs is the bare soil surface resistance, δ (δ= 1 for the bare soil, water and solid fraction;
δ= 0 for vegetative surface) and µ (µ= 1 for the bare soil fraction; µ= 0 for vegetative
surface, water and solid fraction) are parameters, u∗ is friction velocity, za is height of the
lowest atmospheric model level, zb is a height taking values z0 and hc (canopy height) for the
barren/solid/water and vegetative part respectively. For rs is used the empirical expression
given by Shu Fen Sun (1982), i.e.

〈rs〉 = d1 + d2〈w1〉−d3 (4.46)

where d1, d2 and d3 are empirical constants (Mihailović and Kallos, 1997), while w1 is the
top soil layer volumetric soil moisture content. If the surface “flux aggregation” approach
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is applied then the mean surface fluxes are given by

〈H0〉 = ρpcp

NP∑
i=1

ξi
Tm,i − Ta

ra,i
(4.47)

λ〈E0〉 = ρpcp

γ

NP∑
i=1

ξi
em,i − ea

ra,i
. (4.48)

where the subscript m refers to the single patch in the grid cell (vegetation, bare soil, water
urbanised area) whose temperature is calculated under the land surface scheme. However,
according to Hess and McAvaney (1998), it seems that averaging temperatures over different
patches in the grid cell, rather than the sensible heat flux, can be the source of problems.
We will suggest an alternative method for their calculation diagnostically from Eqs. (4.43)
and (4.44), when the grid-averaged fluxes are known from Eqs. (4.47) and (4.48). It is done
by following the works of Hess and McAvaney (1998) and Mihailović et al. (2002). Since
we have three unknowns, it is necessary to introduce the associated “parameter” and “flux
aggregation” equations for momentum

〈u2
∗〉 =

⎡
⎢⎢⎣ κ�

ln
za − 〈D〉

〈Z0〉

⎤
⎥⎥⎦

2

〈F(〈Rib〉, ua, 〈T0〉, Ta)〉u2
a, (4.49)

and

〈u2
∗〉 =

NP∑
i=1

ξi

⎡
⎢⎢⎣ κ�i

ln
za − Di

Z0,i

⎤
⎥⎥⎦

2

Fi[Rib,i , ua, Tm,i, Ta]u2
a (4.50)

where 〈Z0〉, 〈D〉 and� are given by Eqs. (4.26), (4.27) and (4.12), F represents the nonneutral
modification, Rib is bulk Richardson number and ua is wind speed at the lowest model level.
Now, the mean averaged momentum flux is calculated from Eq. (4.50). If this value is
substituted into Eq. (4.49) the resulting equation can be solved for 〈F〉. The “parameter
aggregation” version of the aerodynamic resistance 〈ra〉 can be now determined (since 〈F〉,
〈Z0〉, 〈D〉 and 〈hc〉 are all known). Thus,

〈ra〉 = 〈rs〉δµ+

⎡
⎢⎢⎣ κ�

ln
za − 〈D〉

〈Z0〉

⎤
⎥⎥⎦

κ

⎧⎪⎪⎨
⎪⎪⎩

NP∑
i=1
ξi

⎡
⎢⎢⎣ κ�i

ln
za − Di

Z0,i

⎤
⎥⎥⎦

2

Fi[Rib,i , ua, Tg,i, Ta]

⎫⎪⎪⎬
⎪⎪⎭

1/2
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ln
za − 〈D〉(1 − δ)

〈zb〉 − 〈D〉(1 − δ)
. (4.51)

Hence, the grid-averaged surface values of temperature and water vapour pressure can be
found from Eqs. (4.43) and (4.44), i.e.

〈T0〉 = 〈ra〉〈H0〉
ρpcp

+ Ta (4.52)

and

〈e0〉 = 〈ra〉γλ〈E0〉
ρpcp

+ ea (4.53)

4.6 CONCLUSION

The aim of this chapter was to review various procedures for treating heterogenous grid
cells, characteristic for realistic situations. It is shown that this variety of options demands
that the choice of the approach should be made by the modeller, depending on the particular
situation.

APPENDIX—LIST OF SYMBOLS

List of Symbols

Symbol Definition Dimensions or Units

Cd a leaf drag coefficient
Ci an integration constant
D displacement height above the grid cell
F the nonneutral modification
〈H0〉 the mean sensible heat flux calculated [W m−2]

over the grid cell
I the total intensity of radiation [W m−2 sr−1]
K , L, M the maximum number of patches in the

grid cell, respectively
Km the momentum transfer coefficient [m2 s−2]
L the edge size of the square grid-cell [m]
LAI a leaf area index
Lc the horizontal scale of roughness variations [m]
NP the number of patches within a grid cell
Rib the bulk Richardson number
S the total grid cell area [m2]
dS the infinitesimal element of surface on which [m2]

radiation comes or reflects from
S1, S2 the areas of the subregions of the grid-cell with [m2]

corresponding albedos α1 and α2 respectively

(Continued)
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List of Symbols

Symbol Definition Dimensions or Units

S3 the area which lies in the plane normal to [m2]
the surfaces S1 and S2

T the temperature [K]
U the mean wind speed [m s−1]
Z0 the aggregated roughness length above the grid [m]

cell
a the subscript which indicates the atmospheric

lowest model level
ci the constant
cp specific heat of air at constant pressure [J kg−1 K−1]
d1, d2 empirical constants
d3 empirical constant
di the zero displacement height for the ith [m]

vegetative part in the grid cell
dE/dt the radiant energy flux [W]
e the water vapour pressure [Pa]
h the relative height of the higher surface
hc canopy height [m]
�

h the reduced relative height
kl the “loss coefficient”,which measures the relative

radiant flux lost from the reflected beam from
the lower surface due to their nonzero relative
height

�

l the reduced length
lb the blending height as a scale height at which the

flow is approximately in equilibrium with local
surface and also independent of horizontal [m]
position

ld the diffusion height scale [m]
la
m the aggregated mixing length at level z [m]

m a parameter; the subscript refers to the single
patch in the grid cell (vegetation, bare soil, water
urbanised area)

ra the resistance between canopy air or ground
surface and the atmospheric lowest model level

rs the bare soil surface resistance
ua wind speed at the lowest model level [m s−1]
u∗ friction velocity [m s−1]
ua∗ a friction velocity above non-homogeneously [m s−1]

covered grid cell
−(uw′) the momentum flux on average over a [m2 s−2]

heterogeneous surface
w1 the top soil layer volumetric soil moisture

content
z level above a grid cell [m]

(Continued)
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List of Symbols

Symbol Definition Dimensions or Units

z0a an aggregated roughness length [m]
z0l an aggregated roughness length over the liquid [m]

fraction of the grid cell
z0n an aggregated roughness length over the [m]

non-vegetative part of the grid cell
z0s an aggregated roughness length over the solid [m]

fraction of the grid cell
z0v an aggregated roughness length over [m]

the vegetative part of the grid cell
za the height of the lowest atmospheric model level [m]
zb a height taking values z0 and H (canopy height) [m]

for the barren/solid/water and vegetative part,
respectively

〈�〉 an areally averaged flux
�i the fluxes which in turn are functions some of

the components ψi
αa an aggregated albedo
αc the average albedo over the grid-cell of

an arbitrary geometry
αn the average albedo of the grid-cell
γ psychrometric constant
δ the total fractional cover for a solid portion;

parameter
δi a partial fractional cover for a solid part
ς the vegetation-type dependent parameter
ςi the dimensionless constant, parameter
ςm

i a parameter for ith part of a vegetative cover in
the grid cell

ξi the fractional cover for the ith surface type
θ1, θu the zenithal angles where the subscripts land u

denote the lower and upper boundary,
respectively

κ Von Karman constant
λ latent heat of vaporisation [J kg−1]
λ〈E0〉 latent heat flux calculated over the grid cell [W m2]
µ parameter
ν the total fractional cover for a liquid portion
νi a partial fractional cover for a water surface
ρp the air density [kg m−3]
ϕ1,ϕu the azimuthal angles, where the subscripts

land u denote the lower and upper boundary,
respectively

σ the total fractional cover for a vegetative portion
σ i

c a fractional area covered by a patch i with
the roughness length zi

0
σi a partial fractional cover for vegetation

(Continued)
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List of Symbols

Symbol Definition Dimensions or Units

ψa the vector of aggregated surface parameters
ψi the surface parameters of each land type
d� the element of solid angle within which our

differential amount of energy is confined to
0 the subscript which indicates the surface or

environment within the canopy
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Mihailović, D.T., Rao, S.T., Hogefre, C. and Clark, R., 2002, An approach for the aggre-
gation of aerodynamic parameters in calculating the turbulent fluxes over heterogeneous
surfaces in atmospheric models. Environmental Fluid Mechanics, 2, pp. 315–337.
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CHAPTER FIVE

Desert dust uptake-transport and deposition
mechanisms—impacts of dust on radiation,
clouds and precipitation

G. Kallos & P. Katsafados
School of Physics, University of Athens, Athens, Greece

ABSTRACT

Desert dust cycle is considered as important in the atmosphere and the ocean. Dust par-
ticles can have considerable impacts on radiation, clouds and precipitation. Perturbations
on dust cycle are considerable on climate for various reasons. Deserts dust can reduce the
incoming radiation near surface, can warm middle tropospheric layers and therefore affect
precipitation or can assist in the formation of small water droplets and therefore suppress
precipitation, or finally, in combination with sea salt and anthropogenic pollutants (like sul-
fates) can form gigantic CCNs that behave like Ice Nucleus (IN) and enhance precipitation
and creation of storms. Dust deposition can affect significantly the marine biological and
radiative processes.

The mechanism for dust production is very complicated and depends on several parame-
ters like friction velocity, soil composition and granulation, soil moisture etc. The transport
a deposition processes depend not only on atmospheric conditions but also on dust particle
size and geometry. Small dust particles can be transported in long distances. For example
Saharan dust can cross Mediterranean in less than a day while the cross-Atlantic path can
last one or two weeks. Almost 108 tons of Saharan dust is deposited over the Mediterranean
waters every year. The same amount is deposited over Europe.

In this chapter the state of the art dust production mechanisms will be reviewed and the
impacts on the atmospheric and marine processes will be discussed.

5.1 INTRODUCTION

One of the most important sources of Particulate Matter (PM) in the atmosphere is the
soil dust produced by the aeolian activity. Soil dust is extracted from desert, arid and
semi-arid regions and transported to short and long distances (from a few centimetres
to thousands of kilometres). Agricultural and other human activities are also consider-
able sources of mineral dust. It is considered as an important climate modifier because:
(1) it affects the backscattering and absorption of solar and terrestrial radiation (Miller
and Tegen, 1998), (2) it reduces the incoming solar radiation at the earth’s surface by a
considerable amount (up to 10% under extreme events) and therefore produces a cooling
that masks the global warming (Ramanathan et al., 2001; Alpert et al., 1998), (3) it is
causing mid tropospheric warming by absorbing of radiation and on that way it stabilizes
the lower troposphere and affects the water budget (Levin et al., 2005). Because the dust
source areas are near regions with fragile water budget, perturbations in production can
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affect precipitation and water budget. Since dust production is affected by soil moisture,
perturbations in the water cycle in arid and semi-arid regions can affect the dust cycle.
The feedback between dust, cloud formation and precipitation is not straightforward but is
very complicated (Levin et al., 1996). The entire system becomes more complicated when
other factors like sea-salt spraying and/or anthropogenic pollutants (aerosols) coexist (Levin
et al., 2005). Under such circumstances, the effects on cloud and precipitation are not fully
understood yet.

Almost one third of the earth’s land surface is desert, arid land with sparse vegetation
and very small amounts of rainfall. The deserts may be areas covered by sand, rocks gravels
and rarely some plants can be found. Mineral deposits like salt can be found in the surface
as a result of transport and erosion. Erosion is due to various reasons like temperature
differentiation, friction between various sizes of stones, water and mainly aeolian activity.

Soil dust consists of particle with diameter ranging from submicron to tens of microns.
The particle size is function of various parameters related to the way they have been cre-
ated as well as the composition and the origin (Tegen and Fung, 1994). The transport and
deposition is subject of the particle size and composition as well as turbulence and wind
strength.

The estimated annual global mineral dust production is at the range of 1000–5000 Mtyr−1

(Andreae, 1996). Comparing this amount with the annual production of sulphate aerosols at
global scale that is at the range of several hundreds of Mtyr−1 someone can see immediately
a difference of at least one to two orders of magnitude.

One of the most known source areas of mineral dust is the Saharan desert that extends
also to the Middle East and Arabian Peninsula. Dust mobilized from this region can be
transported hundreds and thousands of kilometres away towards Mediterranean and Europe
as well as towards the Atlantic and Indian Oceans. As Guerzoni and Chester (1996), Kallos
et al. (2005) and Kallos et al. (2007), found it the amount of Saharan dust deposited over
the Mediterranean waters is of the order to 108 Mtyr−1. Similar amount is crossing the
Mediterranean and transported towards Europe. The amounts deposited over the Atlantic
Ocean are even higher (Kallos et al., 2006, 2007). The other deserts known for their high
productivity of dust particles are the Gobi desert, the desert of Namibia, Australia, Peru, SW
USA and other smaller. Smaller amounts of desert dust are produced from the areas around
lakes with specific characteristics, mainly with high amounts of salt and other minerals (e.g.
Salt Lake in Utah, southern Aral, the area around the Caspian Sea, Deal Sea).

The impacts of dust in the atmosphere and climate have been briefly mentioned previously
(Miller and Tegen, 1998; Andreae, 1996). The impacts of the deposited desert dust on the
ocean surface and therefore the marine environments are also considerable (Martin and
Fitzwater, 1988). Desert dust can cause radiative and heat perturbations at the ocean top,
it can affect phytoplankton and other kind of marine productivity and of course, it can
affect fluxes of important chemical species in the atmosphere like di-methyl-sulfate (DMS).
Desert dust in the ocean can trigger various biochemical reactions between dust ingredients
and the marine environment. Key elements like iron, phosphorus and other micronutrients
(Guerzoni et al., 1999).

Desert dust can affect also fauna and flora. Deposition of dust over plants can affect
photosynthesis, evapotranspiration and heat exchange. It can act also as fertilizer.

The urban air quality in many regions around the world is affected from desert dust
transport on many ways as described in Rodriguez et al. (2001) and Papadopoulos et al.
(2003) among others (e.g. by increasing the PM concentration at levels above the imposed
regulations, by reducing visibility, by reducing the incoming solar radiation, by deposited
over surfaces in buildings etc and then by re-suspension can be in the atmosphere). For
example, most of the South European cities cannot meet the imposed European Union air
quality standards on PM concentrations. Health effects are also associated with desert dust
outbreaks (Rodriguez et al., 2001; Kallos et al., 2007).
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Because of the importance of the dust cycle in the atmosphere, biosphere and hydrosphere,
the dust cycle in the atmosphere (production, transport deposition) and its main properties
will be further analyzed in the next sections.

5.2 PHYSICAL PROCESSES

The desert dust cycle is considered as a complex geophysical process. It involves soil
erosion and atmospheric processes. The impacts of the desert dust on environment and
climate are several. They are ranging from modifications on radiative transfer mechanisms
(short and long wave), air quality degradation in urban environments, modification of
water budget especially in arid and semi-arid regions and is associated with desertification
and aridity. The transported and deposited dust material significantly affects the marine
environment because it may significantly modify the marine biochemistry after deposition
to ocean waters (Martin and Fitzwater, 1988). As it was found by Li et al. (1996) desert
dust plumes are responsible for a negative radiative forcing of approximately 1 Wm−2 that
is leading in about −0.2 K cooling of the lower troposphere (Alpert et al. 1998). Effects on
construction materials, rain acidification, and visibility degradation have also been reported.
They also pointed out that dust aerosols are an important source of inaccuracies in numerical
weather prediction and especially in General Circulation Models (GCMs) used for climate
research. It is also worth mentioning that some intense dust storms catastrophically affect
the regions in the neighbourhood of dust sources, causing loss of human life and economic
damage. Dust plumes can affect remote locations significantly, because they increase the PM
concentrations and especially the fine ones (PM2.5) and therefore they can have significant
health effects. According to Barkan et al. (2004) the highest aerosol index values in North
Africa and Arabian Peninsula were estimated during June and July while the area around
Lake Chad, has demonstrated local maximum values and, contrary to the other sources, is
active throughout the year. These estimations were made by analyzing the TOMS instrument
data for a period of fourteen years (1979–1992).

Dust mobilization exhibits a seasonal variability of the dust mobilization that depends on
the source characteristics as well as the global atmospheric circulation (Ozsoy et al., 2001).
The dust production in the highest productive area of North Africa and Arabian Peninsula is
subject of seasonal variability and the characteristics of general circulation of planetary scale.
During winter and spring, the Mediterranean region is affected by two upper air jet streams:
the polar front jet stream, normally located over Europe, and the subtropical jet stream,
which is typically located over northern Africa. The combined effects of these westerly jets
in late winter and spring support the propagation of extratropical cyclones towards the East
and Southeast, resulting in dust plume intrusion in the Mediterranean (Figure 5.1).

During the transient and cold seasons, most of the dust events that transport significant
amounts of dust from Saharan towards the Mediterranean Sea and Europe occur. These sea-
sons are characterized by the low index circulation of the year as described by Papadopoulos
et al. (2003) and Rodriguez et al. (2001). During summer, the amount of produced and trans-
ported dust is almost twice as large as in winter (Husar et al., 1997). The highest amounts of
mobilized dust in Sahara are transported towards the tropical Atlantic, Caribbean Sea and
even North America with the aid of the easterlies (Perry et al., 1997).

The dust storm is created by the injection of dust particles in the atmosphere. This injection
is function of various parameters like wind shear, the size and the composition of the
particles, and the soil moisture. Soil particles can move in three different ways namely
creeping, saltation, and suspension:

• Creeping is the rolling and/or sliding of particles along the ground. Creeping is
supported by light winds and low particle granulation.
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Figure 5.1. Synoptic conditions favour the dust transfer from the North Africa towards Eastern Mediterranean.
The plots depict the geopotential height (gpm) with the temperature (C) at 500 hPa and the dust load (in gr m−2).

The figure obtained from the Skiron/Eta operational cycle and it is valid for 9th April 2001 at 06UTC.

• Saltation is the kind of soil particle movement through a series of jumps or skips. When
the particles are lifted into the atmosphere, they start drifting for approximately farther
downwind before they fall down again. The horizontal drifting is for approximately four
times the vertical lifting. When the particles return to ground, they hit other particles
or the ground and then they jump up again and progress forward. Smaller particles can
be produced during the impact.

Suspension is the process that occurs when soil particles (usually sediment materials) lifted
into the air and remain aloft by winds. If the particles are sufficiently small and the upward
air motion is able to support the weight of the individual grains, they will hold aloft. The
larger particles settle due to gravitational force while the smaller ones remain suspended
and transported by turbulence. The amount of the suspended particles is function of wind
speed: strong winds can assist in suspension of larger particles. The suspended particles are
moving initially by turbulence and later by the organized flow patterns. The organized strong
flow pattern (mesoscale and/or synoptic scale) can lift up the dust particles by thousands of
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meters and transported horizontally downwind hundreds or thousand of kilometres. Large-
scale turbulence or updrafts assist in suspending the soil particles until they settle down
by gravitational forcing and/or wet scavenging and deposition processes. Regularly, the
smaller particles (usually of the size of PM2.5 and less) are transported the larger distances
while particles of size higher than PM10 are deposited faster over smaller distances (a few
kilometres to a few hundreds of kilometres).

5.3 PARTICLE SIZE AND SETTLING VELOCITY

Soil dust particles belong to one of the three major types of aerosols namely (a) continental or
desert aerosols, (b) industrial aerosols and (c) volcanic aerosols. Soil dust particles (called
also continental aerosols) are of a wide range in diameter. Usually they are of diameter
of submicron to a few tens of µm. The particulate portion of an aerosol is referred to as
Particulate Matter (PM). PM is a collective term used for very small solid and/or liquid
particles found in the atmosphere. The geometry, size, composition and in general, physical
and chemical properties is varying significantly. Particle size can range from 0.001 to
500 µm (Seinfeld and Pandis, 1998). Particles larger than 2.5 µm are called as “coarse”
particles; while the others with diameter from 0.1 to 2.5 µm are called as “fine”. The
smaller particles (less than 0.1 µm) are called as “ultra fine”. There are two categories that
well known the so-called PM2.5 and PM10 and define particles with diameters less than
2.5 µm and 10 µm respectively. The range of horizontal transport of the particles is function
of the size and composition. In general, particles of the category PM2.5 behave as perfect
gases because the gravitational settling is negligible. Particles of size PM10 are heavier
and therefore the gravitational settling is larger and deposit in relatively small to moderate
distances. The particles that are larger than PM10 deposit quickly near the sources.

Since the gravitational settling for soil particles of the category PM2.5 is very small, they
are subject for long-range transport. Transport scales of 1000 km are characteristic in such
cases. A common phenomenon associated with such kind of transport of dust particles is the
“red snow” or “mad rain” encountered in Northern Europe, Asia or even NorthAmerica. Soil
particles larger than PM10 usually are transported in distances ranging from a few meters
to a few kilometres. While the transport of such particles is not a subject of long range
transport, their effects are significant near the sources and for the production of smaller
particles as they collide with others while falling down (saltation). According to Alfaro
et al. (1997), the size distributions of the aerosols released by silt and clay soil textures
have medium respective diameters of 1.6, 6.7 and 14.2 µm. The total mass of released dust
depends on particle size distribution. Tegen and Fung (1994) suggested four size particle
categories resulting from the structure of desert soils based on content of clay, small silt,
large silt and sand. For each size category k , typical radius (Rk ), density (ρk ), and the ratio
between the mass available for uplift and the total mass (γk )[kg · kg−1] are summarized in
Table 5.1. Typically, the mass of clay particles is approximately 1–2 orders of magnitude
smaller than the particles in the range 1–10 µm. The size of the silt particles are ranging
from 1 to 25 µm.

The wet and turbulent dry deposition processes are the main mechanisms for removal of
particles less than 10 µm. Particles larger than 10 µm are basically removed by gravitational
settling. The sand particles are large and cannot participate in the longer-term atmospheric
transport. Although, their role in dust storms is considerable near the source areas since high
amounts of sand mass are lifted and drifted with the turbulence eddies, especially in the
area of density current. Such phenomena are responsible for mobilization of large amounts
of sand towards areas adjacent to dust sources and hence the expansion of desertification.

The dust particles that are moving within the atmosphere will continue doing it as long
as the upward motion is greater than the speed at which the particles fall through air. The
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Table 5.1. Main characteristics of typical dust particles (Source: Nickovic et al., 2001).

k Type Typical particle Particle density γk

radius Rk (µm) ρpk (g cm−3)

1 Clay 0.73 2.50 0.08
2 Silt, small 6.1 2.65 1.00
3 Silt, large 18 2.65 1.00
4 Sand 38 2.65 0.12
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Settling velocity versus particle size

Particle size (micrometers)
Zender, 2003

S
et

tl
in

g
 v

el
o

ci
ty

 (
m

m
/s

) 1,000

100

10

1

0.1

0.01
0.1 1.0 10.0 100.0 1000.0

Figure 5.2. The settling velocity, as a function of particle size (source:http://www.meted.ucar.edu).

relationship between the falling speed (or settling velocity) and the particle size is shown
in Figure 5.2. As we can see, particles capable of travelling great distances are these with
diameters less than 20 µm since the falling speed is about 0.1 m · s−1. Particles larger than
20 micrometers in diameter fall disproportionately faster. The PM10 particles fall at about
0.03 m · s−1. Fine particles fall with very low speeds (∼0.001 m · s−1). Finest clay particles
settle very slowly and therefore can be transported very large distances under favourable syn-
optic weather conditions. This is especially true over oceans under anticyclonic conditions
where wet removal processes do not exist.

5.4 SOURCE REGIONS

The dust particles encountered in most of the deserts are clay particles with diameters less
than 2 µm, silt particles with size ranging from 2 to 50 µm, and sand-size particles that are
greater than 75 µm. Therefore, areas that contain soil particles with such characteristics can
act as dust sources under the appropriate weather conditions. The source areas favouring the
production of fine particles appropriate for long-range transport are these with fine-grained
soils, rich in clay and silt. Areas with large soil particles (sand) can act as sources for dust
storms of local scale.
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A considerable amount of soil dust is taken up by the wind from arid or semi-arid areas
around the globe and then transported to smaller or larger distances. Smaller amounts
can be produced from other areas and human activities, mainly agricultural areas and/or
roads, under certain circumstances. From all dust sources, the Saharan desert is the major
production area. The estimates of soil dust emissions exhibit significant variations. The large
variations can be attributed to the frequent spatial inhomogeneities in soil properties and the
incapability of the existing methodologies to cover such issues on an accurate way. Therefore,
the figures provided for the dust production on annual base are subject to assumptions made
in the methodology of the calculations such as the surface properties, particle granulation,
soil moisture characteristics and of course rate of scavenging. Older estimated emissions
are of the range of 500 to 5000 million tons per year. Recent ones suggest the range of 1000
to 3000 million tons per year as more realistic. The dust emissions from Saharan desert are
of the range of 130 and 760 million tons per year. The range of emitted dust between 260
and 710 million tonnes per year has been also provided in the literature (Callot et al., 2000;
Prospero, 1996; Swap et al., 1992). The dust emission by itself is not an accurate estimate
of the phenomenon because someone has to take in the account suspension time scales
and range of transport. Most of the emitted dust settles down quickly producing usually
producing smaller particles that are emitted later and transported over longer distances.

There is strong relationship between dust production areas and aridity or with low annual
rainfall amounts (usually with rainfall <200–250 mm/year). The so called “dust belt”
extends from Western Africa to Middle East, the Arabian Peninsula and East almost up
to Himalaya. This is the most “productive” area for dust. The main reason is the small
amount of rain, the composition of soil, the daily temperature range and in general the
geomorphological characteristics of the area (e.g. ephemeral playa-lakes, rivers, lakes and
steams, and in general drainage basins in the proximity of mountains without vegetation).
Usually, these ephemeral formations during the wet season collect eroded soils that are
exposed to re-suspension processes during the dry season (Querol et al., 2002).

Mapping the dust production areas and characterization of their productivity is an impor-
tant issue due to various implications of dust in the environment, water management and
climate. A major effort devoted towards this direction by Prospero et al. (2002). In this work,
they used satellite data (Total Ozone Mapping Spectrometer TOMS data) to identify the dust
regions and their characteristics on global scale. According to Prospero et al. (2002), the
largest and most persistent sources are located at the latitudes of the subtropical high of
the Northern Hemisphere, mainly in a broad “dust belt” that extends from the west coast
of North Africa, over the Middle East, Central and South Asia, to China. There are some
mountainous regions (e.g., Afghanistan, Iran, Pakistan, and China) that are significant dust
sources, especially the valleys between mountain peaks. Considerable amounts of produced
dust are also outside of this belt. In particular, there are areas in the Southern Hemisphere
with remarkable dust activity as in Namibia, Australia, Peru etc. Other dust production areas
associated with human impacts are well documented, e.g., the Caspian andAral Seas, Tigris-
Euphrates River Basin, SW North America, and the loess lands in China. Of course, the
largest and most active sources are located in areas where there is little or no human presence.

The most active dust sources are associated with topographic lows or they are in areas
with frequent exchange between mountains and valleys of highlands as shown in Figure 5.3.
In this figure, a typical desert area in SW Algeria is shown where hills and valleys are in a
stripe formation (NASA photo).

The Mediterranean Region is affected by dust storms very often. Every day, there is a
region of the Mediterranean Sea where North African dust is deposited. In addition, Europe
and especially Southern Europe, receives similar amounts of dust as the Mediterranean
Sea. This is especially true during late spring and summer (Guerzoni and Chester, 1996;
Prospero, 1996; Moulin et al., 1998). The most important sources of the dust are eastern
Algeria, Tunisia, Libya, and Egypt.
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Figure 5.3. Dust uptake areas in NE Algeria. Stripe formation of the uptake areas with sand dunes and dust-salt
mixture. Source NASA. Photo taken from the International Space Program, Photo ISS013-E-75141, 2 September

2006. Available from http://earthobservatory.nasa.gov/Newsroom/NewImages.

The most important dusts sources of the planet have been identified, described, and
grouped by Prospero et al. (2002). Following the work of Prospero et al. (2002), the most
important dust sources with their major characteristics are briefly described below:

Mauritania and Western Sahara: This is an area with important sources that contribute
to the production of dust plumes directed towards the Atlantic Ocean. They become active
early in the year and remain productive until late Fall with peak production during summer
months. High productivity is partially due to drainage activities during winter and partially
due to trade wind systems.

Mali, Mauritania, Niger and the Ahaggar Mountains: This area contains some of the
most productive sources all over the world. This is due to existence of several sand dunes
evident in many locations, the composition of the soil (high granulation), and the absence
of precipitation (very seldom) and the presence of trade wind systems in the area, mainly
the easterlies. The area is habituated by a very small amount of people with negligible
agricultural activities. The most productive period is late spring to late Fall and the suspended
dust is primarily directed towards the Atlantic Ocean and secondarily to other directions
according to the prevailing weather systems. A certain amount of dust, especially the large
particles contribute to the expansion of desertification in the surrounding areas.

Lake Chad Basin and the Bodele Depression: This is the most productive dust area of
the world. It contributes to the dust plumes directed towards West, East and North. The dust
areas remain productive during all seasons with minima during late autumn. There is always
dust in the air for most of the regions of this large area. The soil consists of sediments that
are rich in clay amounts and therefore dust clouds can form easily even with light winds due
to high granulation. Production is enhanced also from the activity of drainage formations in
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many places. Sand dunes that are continuously productive all over the year cover large areas
(hundreds of kilometres towards each direction). Most of the sub-regions and especially the
Bodele are the main contributors of dust plumes directed towards Atlantic, Gulf of Guinea
and also towards Mediterranean.

Tunisia and Northeast Algeria: This area has some very productive areas at various ele-
vations. The most productive dust areas are in locations where temporal salt lakes are
temporarily formed. The dust particles suspended from this area have different hygroscop-
icity and therefore they affect the cloud formation and precipitation. In addition to high
hygroscopicity the dust particles from these areas are of mixed alluvial, silt and clay type.
The drainage activity and the formation of the seasonal lakes enhance the dust produc-
tivity during the dry period of the year. The most productive period of the year is spring
and autumn. The salty-water lakes (called chotts) and the associated dust source regions
lie in the lee of the Atlas mountains and therefore receive small amounts of precipita-
tion (approximately 100 mm on annual base) not adequate to keep water during the dry
season.

Libyan and Egyptian Desert: A large area that extends from Eastern Libya to Egypt is
dust productive during most of the year, with the most intensive period during spring and
autumn. The northern part of this area is a low-lying region where water is drained from the
surrounding areas forming the “wadis”. These areas are highly productive after the rainy
season or temporal rains. The dust productive areas are often broken by the oases. These
dust sources are of alluvial type and contribute significantly in the dust storm formation
towards the Mediterranean Sea and Europe.

Sudan, Ethiopian highlands and Horn ofAfrica: This is a large area with large variability
in dust sources. The maximum productivity is from May to July. The productivity is moving
towards North at the beginning of summer and then again southward during fall. There are
areas with sand dunes while other productive areas at the Sudan highlands with rich in clay
soils. Wadi-type formations can be encountered too. Runoff formations in the Ethiopian,
Somali and Eritrean high lands turn in high productive regions after drying out. The dust
production from these regions is transported towards the Red Sea, the Gulf of Aden and the
Indian Ocean. Very often, the dust plumes are mixed with biomass burning that is a seasonal
procedure in agricultural or semi-arid areas.

5.5 WIND AND TURBULENCE

Having defined the dust sources, one must turn to the characteristics of the wind field which
play a key role in moving and lofting the dust particles. The initial dust and sand particles
that will move (at wind speeds of 5–13 m · s−1) are those whose diameter ranges from 0.08
to 1 mm (80–1000 micrometers). For both larger and smaller particles to move, stronger
winds are required. Apparently, the impact created by saltation of the initial particles when
lifted can cause the smaller particles to be hurled aloft.

Generally speaking, in order to mobilize dust, winds at the surface need to be 15 knots or
greater. The Table 5.2 shows an overview of wind speeds required to lift particles in different
source environments.

Once a dust storm starts, even when wind speeds slow to below initiation levels, it
can maintain the same intensity. The reason lays in the fact that the bond between the dust
particles and the surface is broken and saltation mechanism allows dust to lift. For a perfectly
laminar flow, the mobilized particles would move in a thin layer across the desert floor. In
order that a dust storm be created, it is necessary to get that dust up in the air. Substantial
turbulence in the atmospheric boundary layer is typically required for the lofting of dust.
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Table 5.2. Threshold dust-lofting wind speed for different desert environments
(source:http://www.meted.ucar.edu).

Environment Threshold wind speed (m · s−1)

Fine to medium sand in dune-covered areas 4.50–6.70
Sandy areas with poorly developed desert pavement 8.95
Fine material, desert flats 8.95–11.16
Alluvial fans and crusted salt flats (dry lake beds) 13.40–15.60
Well-developed desert pavement 18.90

Typically, the turbulence and horizontal roll vortices that loft the dust up and away from
the surface are created by the wind shear. It stands to reason that dust storms will be favoured
by an unstable boundary layer, since vertical motions are required to loft the particles. So,
a stable boundary layer suppresses updrafts and inhibits dust raise. In similar way, the ver-
tical extent of dust lofting is limited by a low-level inversion. Due to the lack of vegetation,
dust-prone regions can experience extreme daytime heating of the ground causing the estab-
lishment of an unstable boundary layer, which deepens as the amount of heating increases.
Thus, it is the mid-latitude deserts, with their extreme daytime temperatures, which are
particularly prone to an unstable boundary layer. On the other hand, dry desert air leads to a
wide diurnal temperature cycle. Strong radiative cooling leads to rapid heat loss after sun-
set, the lowest atmosphere is cooled, resulting in a surface-based inversion with potentially
strong effects on blowing dust.

Such inversion suppresses vertical motions in the boundary layer so it becomes hard to
lift dust. A 10-knot wind may raise dust during the day, but at night it may not. However,
formation of a surface-based inversion will have little effect to the dust already in suspension
higher in the atmosphere. Furthermore, sufficiently strong winds will inhibit formation of
an inversion or even remove one that has already formed. In this case, one can blowing dust.

5.6 FRICTION VELOCITY

It has been previously discussed, that even for a strong wind, the wind must be sufficiently
turbulent to loft dust, under the conditions of a reasonably unstable atmospheric environment.
A single parameter that expresses wind speed, turbulence, and stability is the friction velocity.
More technically, dust mobilization is proportional to the flux of momentum, or stress, into
the ground. It turns out that a friction velocity of 60 centimetres per second is typically
required to raise dust. Friction velocity u∗ (cm · s−1) is defined as:

u∗ = Vs · κ
ln (zs/z0) − ψm · (zs/L)

(5.1)

where:
VS is the wind speed [L T−1] at the midpoint zs [L] of the surface layer,
κ is the von Karman constant,
z0 is the surface roughness (z0 = 0.01 for the desert) [L],
ψm is the stability parameter for momentum, and
L is the Monin-Obukhov length [L]. For neutral conditions, zs/L = 0 and ψm = 0.

In daytime, the atmosphere over the desert is usually unstable so that zs/L< 0 andψm > 0,
and more momentum is transferred to the ground. Table 5.3 presents some typical values of
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Table 5.3. Typical values of friction velocity (u∗) for different values of
threshold wind velocity (Vt) under neutral and unstable conditions

(source:http://www.meted.ucar.edu).

Vt(m · s−1) u∗

Neutral (zs/L = 0) Unstable (zs/L = 2)

5 29 35
8 46 55

11 64 77

u∗ for different values of threshold wind velocity (Vt) under neutral and unstable conditions
(Westphal et al., 1988).

5.7 DIFFUSION EQUATION

The dust cycle in the atmospheric environment is in general, described by a set of K
independent Euler-type prognostic continuity equations for dust concentration of the form:
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(5.2)

where:
K indicates the number of the particle size bins (k = 1,…,K),
Ck is the dust concentration of a k-th particle size bin [kg · m−3],
u and v are the horizontal velocity components [L T],
w is the vertical velocity [L T],
vgk is the gravitational settling velocity [L T],
∇ is the horizontal nabla operator,
KH is the lateral diffusion coefficient [L2 T−1],
KZ is the turbulence exchange coefficient [L2 T−1],
(∂Ck/∂t)SOURCE is the dust production rate normally over the dust source areas [kg m−3 · s−1],
and
(∂Ck/∂t)SINK is the sink term which includes both wet and dry deposition fractions
[kg m−3 · s−1].

The total concentration C [kg · m−3] is a weighted sum of concentrations of K particle
size classes:

C =
K∑

k=1

δkCk ;
K∑

k=1

δk = 1 (5.3)

Here, δk denotes a mass fraction of the k-th particle category [kg · kg−1], to be specified
in 5.10.1 paragraph.
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Once the dust particles are released into the atmosphere they are lofted high into the
boundary layer but eventually they will return to surface. Sooner or later, the dust particles
will settle, although, some of them may travel half way around the globe before that happens.
There are three main processes that mobilize dust particles into the atmospheric environment.
These are:

• dispersion of dust,
• gravity-driven settling of dust, and
• entrainment of dust in precipitation.

5.8 DISPERSION OF DUST

The dispersion causes the fanning of a dust plume as it moves downstream from its source
region. It is assumed as a dilution process and the more air is mixed with a plume, the more
dilution there will be and the more the plume spreads out and disperses. You would see a
similar effect if you poured dye into a river and watched how the colour faded as the water
moved downstream. It is important to note that dispersion processes always act to dilute;
laws of physics take care that plume never re-concentrates.

Figure 5.4 shows a (highly idealized) view of dispersion of a plume from a point source
as it moves downstream. The concentration has not a uniform pattern throughout the plume.
It remains highest in the centre of the plume while it reduces away from the centre.

Z

Y

Dust plume geometry

X

Wind direction

Figure 5.4. Schematic representation of the dust dispersion (source:http://www.meted.ucar.edu).

Turbulence primarily governes the dispersion since it mixes ambient air with the plume.
The increase of the rate at which the plume disperses is directly related to the increase in
turbulence. Three types of turbulence participate in the dispersion procedure: the mechanical
turbulence, the turbulence caused by shear, and the turbulence caused by buoyancy.

• Mechanical turbulence is caused by air flowing over rough features, such as hills, trees
and buildings.

• Turbulence from shear can result from the vertical variation of wind speed and/or
direction.
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• Buoyancy turbulence can be caused by bubbles of air rising due to the diurnal heating
of the ground and it is governed by the stability of the atmosphere (Figure 5.5).

Buoyancy turbulence

Figure 5.5. The buoyancy turbulence (source:http://www.meted.ucar.edu).

It is important to note in the case of dust plumes that turbulence not only acts to disperse
the plume, it also acts to keep the dust particles in suspension. With no turbulence present,
dust particles are generally settled at a rate of 300 metres per hour. However, this is strongly
dependent on synoptic and mesoscale conditions so the rate at which the dust settles will be
slowed down by the establishment of an unstable atmospheric environment.

Figure 5.6. Dispersion and atmospheric stability (source: http://www.meted.ucar.edu).

We have mentioned already that unstable conditions favour the lofting of dust and the
formation of dust storms. Atmospheric stability also has a strong influence on how dust
disperses. Figure 5.6 depicts the difference of the dispersion of dust plumes generated under
stable and unstable conditions. The plume dispersion is intensified in both horizontal and
vertical directions in case of an unstable environment. This effect is significantly more
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pronounced for vertical dispersion. With stable atmosphere, the dust remains relatively con-
centrated vertically, compared to dispersion under unstable conditions, while under neutral
conditions, the plume will spread roughly equally in horizontal and vertical directions.

5.9 SETTLING OF DUST

Dry and wet deposition consist the main mechanisms of PM removal from the atmospheric
environment. The term “wet deposition” is used if the aerosols are scavenged by precipita-
tion, whereas if they are removed by gravitational settling it is referred as dry deposition.
Different particle sizes are removed by different mechanisms.

Ultrafine particles, with diameter less than 0.1 µm, are mainly removed by
coagulation whose rate is determined by the mobility of ultrafine particles and by the mass
concentration of the entire aerosol population. Wet deposition is the main removal process
for aerosols in the 0.1–10 µm size range. Particles in this size range are most efficient in
acting as Cloud Condensation Nuclei (CCN). This range covers also coarser particles. For
particles coarser than 10µm, dry deposition or sedimentation becomes significant.

However, particle size plays an important role in both lifting and settling thresholds.
For example, long periods of dust haze in arid areas result from longer suspension times for
finer particles result. Particles between 10 and 50 micrometers fall at about 1,000 feet per
hour. This correlation has been used successfully to determine the lifespan of extended dust
devils in the desert southwest of the United States. Another application was to estimate the
settling of suspended dust in New Mexico after large-scale dust storms. Settling is actually
grouping by particle size, with the largest falling out first and the smallest falling out last.
Consequently, near the source area there will settle larger and heavier particles, with the
smaller ones settling farther away.

We already defined dry deposition or sedimentation as the downward movement of PM
due to gravitational settling. In general, the sedimentation velocity (vs) [L T] can be obtained
by equating the drag force and the weight of particles:

vs = d2
pρpg

18η
(5.4)

where η is the dynamic viscosity [Pa s], dp is the diameter of the particles [µm], g is
the gravitational acceleration (9.80 ms−2) and ρp is the particle density. The sedimentation
velocity becomes significant for particles coarser than 10 µm. The dry deposition velocity
(vd) is obtained if the sedimentation velocity is divided by the concentration near the surface
Cp[kg · kg−1]. The dry deposition rate Dd[kg m−2 · s−1] is then defined as the mass of the
PM deposited per surface area unit during the time unit:

Dd = vdM (5.5)

where M corresponds to the mass concentration immediately adjacent to the surface
[kg · m−3] (Meszaros, 1999).

Most dust particles “love water” i.e. they are hygroscopic. Any precipitation will effec-
tively remove dust from the troposphere due to this affinity to moisture. The removal
mechanism of particles known as in-cloud scavenging occurs when aerosol particles are
removed from the atmosphere by condensation. In fact, atmospheric particles usually
form the nucleus of precipitation and may act as CCN. When condensation exists in the
atmosphere, deposition of the CCN particles occurs. Additional particles present in the
atmosphere are washed out by precipitation. This process is called below-cloud scavenging
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(or wash-out). In the below-cloud mechanism, depending on the particle size, there occur
two processes: Fine and ultrafine particles with diameters below 0.5–1 µm are removed
by diffusion due to their Brownian motion. Coarser particles are removed by their inertial
deposition onto cloud droplets or ice crystals.

Due to both scavenging processes, precipitation water contains chemical species which
affect the precipitation acidity. Precipitation is considered acidic when pH is lower than 5.6,
which is the equilibrium pH of pure water and CO2 atmospheric concentrations (Granat,
1972). This acid rain damages vegetation, building materials and affects the biogeochemical
functioning of ecosystems. The main contributor to acidity in rain is the sulphuric acid is
but also nitric acid can contribute to acidification. Figure 5.7 represents the stages of the wet
deposition. More detailed formulation on dry and wet deposition processes is provided later.

Figure 5.7. The wet deposition stages (source http://www.meted.ucar.edu).

5.10 THE FORMULATION OF THE DUST CYCLE

This paragraph introduces a formulation for the description of the dust cycle in the atmo-
sphere. It consists of a sophisticated scheme for the dust production and concentration which
are estimated by a set of K independent Euler-type equations. Equation (5.2) offers the gen-
eral form of these equations. An advanced parameterization scheme for the dry and wet
deposition is also included.

In order to provide atmospheric driving conditions for dust parameters this formulation
is combined with the Skiron/Eta atmospheric model on a fully coupled way. The dynamics
of the model is based on: large-scale numerical solutions controlled by conservation of
integral properties (Arakawa, 1966; Janjic, 1977; Janjic, 1984), energetically consistent
time-difference splitting (Janjic, 1979; Janjic, 1997), and the step-like mountain represen-
tation (Mesinger, 1984; Mesinger et al., 1988). A conservative positive definite scheme
(Janjic, 1997) has been applied for horizontal advection of passive substances (including
dust concentration). The physics incorporated consists of: the viscous sublayer models
over water (Janjic, 1994) and over land (Zilitinkevitch, 1995), the surface layer scheme
based on the similarity theory (Janjic, 1996b), a turbulence closure scheme based on
Kolmogorov-Heisenberg theory (Janjic, 1996a), the Betts-Miller-Janjic deep and shallow
moist convection scheme (Betts, 1986; Janjic, 1994), the land surface scheme (Chen et al.,
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1996), the grid-scale precipitation scheme (Zhao and Carr, 1997), and the radiation scheme
(Lacis and Hansen, 1974; Fels and Schwartzkopf, 1975).

5.10.1 Surface concentration

The movement of dust particles is mainly caused by the larger particles with diameters
greater then 10 µm which break soil cohesion forces and release finer particles into the
atmosphere, this is saltation (bombardment) process (Alfaro et al., 1997). The key role in
the wind erosion processes is played by the surface features of the atmosphere and soil
which regulate the amount of the released dust. The momentum flux from the atmosphere
determines the quantity of mobilized dust, while on the other hand, soil conditions (soil
structure, wetness, and coverage) dictate if and how much dust will finally be injected into
the atmosphere.

The lower boundary condition in modelling simulations can be chosen either as surface
flux or surface concentration. The “flux” approach is applied in most of the dust models
(Westphal et al., 1987; Marticorena and Bergametti, 1995; Tegen and Fung, 1994).

Two groups of parameters govern the released surface concentration of mobilised particles
and the corresponding surface vertical flux. The first group relates to the structure and state
of soil, while the second one describes the turbulent state of the surface atmosphere. The
flux dependence on friction velocity is a subject where there is no full agreement among
different authors. For example Gillette and Passi (1988) proposed that the vertical dust
flux FS [µgr · m−2 · s−1] should be represented by a function of friction velocity, which
asymptotically approaches the forth power of friction velocity:

FS = const × u4
∗

(
1 − u∗t

u∗

)
for u∗ ≥ u∗t (5.6)

Here, u∗ is the friction velocity [L T], and u∗t is its threshold value below which dust
production ceases [L T]. Another functional form for vertical flux was used by Tegen and
Fung (1994):

FS = const × u2
∗(u∗ − u∗t) for u∗ ≥ u∗t (5.7)

However, the work of Shao et al. (1993), based on wind tunnel experiments does not
support relationships (5.6) and (5.7). Their study instead proposes the following parametric
formula for dust surface fluxes:

FS = const × u3
∗

[
1 −

(
u∗t

u∗

)2
]

for u∗ ≥ u∗t (5.8)

which reasonably well agrees with the wind tunnel measurements. Nickovic et al. (2001)
developed their dust production scheme using this relation as a starting point. They also
introduced parameters α, β, and γ to describe the effects of the soil structure and particle
size distribution (Table 5.1). Thus the definition of the dust productivity factor is given:

δk = αγkβk (5.9)

Here, the subscript k denotes particle size categories. β includes the influence of soil
textures [kg · kg−1] and typical values are presented in Table 5.4 while parameter γ corre-
sponds to the ratio between the mass available for uplift and the total mass of a specific
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Table 5.4. Correspondence between texture classes and soil types, and relative contributions of clay/sand/silt.

l ZOBLER texture classes Cosby soil types βkl

Clay Small silt Large silt Sand

1 coarse loamy sand 0.12 0.08 0.08 0.80
2 medium silty clay loam 0.34 0.56 0.56 0.10
3 fine Clay 0.45 0.30 0.30 0.25
4 coarse-medium sandy loam 0.12 0.18 0.18 0.70
5 coarse-fine sandy clay 0.40 0.10 0.10 0.50
6 medium-fine clay loam 0.34 0.36 0.36 0.30
7 coarse-medium-fine sandy clay loam 0.22 0.18 0.18 0.60

particle size category [kg · kg−1] (Table 5.1). Grid points which act as desert dust sources
in the model are specified using arid and semi-arid categories of the global vegetation data
set. This can be done by mapping global vegetation data into the horizontal model grid and
then counting numbers of desert points falling into Skiron/Eta model grid boxes. Parameter
α which is the fraction of a grid point area covered by desert surface is calculated by:

α = number of dust points in model grid box

total number of vegetation points in model grid box
(5.10)

The effective surface vertical flux can be defined by:

FEFF
Sk = δkFS (5.11)

Nickling and Gillies (1989), expressed the surface concentration under neutral stability
conditions, in terms of vertical surface flux as:

CSk = const × FEFF
Sk

κu∗
(5.12)

Combining (5.8)–(5.12) the surface concentration is calculated as:

CSk = const × δku2
∗

[
1 −

(
u∗tk

u∗

)2
]

for u∗ ≥ u∗tk (5.13)

The value of the dimensional empirical constant is 2.4 × 10−4 m−5 · kg · s2.

5.10.2 Threshold friction velocity

The soil wetness and particle size strongly determine the threshold friction velocity at which
the soil erosion starts. Soil water which water resists in the soil due to capillary forces on
surfaces of the soil grains, and due to molecular adsorption, increases the threshold friction
velocity, therefore reducing the amount of dust injected into the atmosphere.

The soil moisture effects are included in the formulation of u∗t following the method
of Fecan et al. (1999). The maximal amount of the adsorbed water w′ [cm3 · cm−3] is an
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increasing function of the clay fraction in the soil. Based on empirical data, Fecan et al.
(1999) estimate w′ to be a second order polynomial function of clay fraction in soil:

w′ = 0.0014(%clay)2 + 0.17(%clay) (5.14)

Combining (5.14) and βk from Table 5.4, one can establish a correspondence between w′
and the seven considered texture classes, as given in Table 5.5.

Table 5.5. Correspondence between soil texture classes and w′.

l Cosby soil types w′
l (%)

1 loamy sand 2.5
2 silty clay loam 6.8
3 Clay 11.5
4 sandy loam 2.5
5 sandy clay 10.0
6 clay loam 6.8
7 sandy clay loam 3.5

Following available experimental data, the threshold velocity is defined in (5.15) as:

u∗tk = U∗tk for w ≤ w′ (dry soil)

u∗tk = U∗tk

√
1 + 1.21(w − w′)0.68 for w > w′ (wet soil) (5.15)

Here, w corresponds to the ground wetness [cm3 · cm−3]. Following Bagnold (1941), one
defines the threshold friction velocity for dry soil as:

U∗tk = Ak

√
2gRk

ρpk − ρa

ρa
(5.16)

where g is gravity, and ρpk and ρa are particle and air densities, respectively. The param-
eter Ak is the function of the particle Reynolds number (Rr)pk = (2RkU∗tk )/ν only and
ν= 0.000015 m2s−1 is the molecular diffusivity for momentum [m2 · s−1]. For the con-
sidered four particle sizes distribution, Ak = {1, 0.7, 0.4, 0.25} is specified using available
empirical data (White, 1979).

The Bagnold-type relation for the threshold friction velocity assumes that there is no flux
bellow U∗tk , yet observations indicate that when u∗ decreases, the soil erosion does not stop
immediately as soon as sub-threshold conditions are reached (Jackson, 1996). It is suggested
that the particles are carried forward due to inertia for a period, effectively maintaining the
transport longer then predicted. In order to avoid underestimation of dust production by
parameterizing the inertial effect, the cases shown schematically in Figure 5.8 are treated in
the following way:

a) Fluxes start to operate when u∗< u∗ts = 0.9 × U∗tk (at time step t1) increases to the
value u∗>U∗tk (at time step t2).

b) Fluxes are still operating when u∗>U∗tk (at time step t2) falls to the value
u∗ts < u∗<U∗tk (at time step t3).
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Figure 5.8. Conceptual model describing dust production under sub-threshold friction velocity conditions. At
model time step t1, u∗ is bellow u∗t and there is no dust production. At t2, u∗ exceeds u∗t and dust production
starts. At t3, u∗ is bellow the threshold (u∗t ) but above the sub-threshold value (u∗ts = 0.9 u∗t ) and there is still
dust production driven by inertial forces. At t4, dust production is ceased if either u∗ is bellow u∗ts (point A) or

even it increases but stays bellow the threshold (point B) (Source: Nicković et al., 2001).

c) Fluxes are ceased when u∗ts < u∗<U∗tk (at time step t3) stays in the interval [u∗ts, U∗tk ]
or decreases to u∗< u∗ts (at time step t4).

5.10.3 Viscous sublayer effects

There are two atmospheric layers operating over the oceans in the Skiron/Eta model: a thin
viscous sublayer located just above the surface where vertical transport is realised through
molecular diffusion, and a layer above with fluxes defined by turbulent mixing (Janjic,
1994). Features of the viscous sublayer are described by different regimes depending on
surface turbulent conditions.

There exists a physical similarity of mass/heat/momentum exchange over surfaces with
mobilized particles such as sea and deserts surfaces (Chamberlain, 1983 and Segal, 1990).
The viscous sublayer formulation is applied to the dust concentration and the dust source
term in the concentration equation (5.2), following Janjic (1994), is represented by:

(
∂Ck

∂t

)
SOURCE

= −FSk

�z
(5.17)

Here, �z represents the depth of the lowest atmospheric layer [L], k is the subscript
denoting the particle size class, and FSk is the turbulent flux of dust concentration above
the viscous sublayer [kg · m−2 · s−1]. The turbulent flux can be approximated in terms of the
viscous sublayer parameters as:

FSk = ν
C0k − CSk

zC
(5.18)

The subscript 0 denotes values at the interface of the viscous and turbulent layers; the
subscript S denotes the surface values. The depth of the viscous sublayer is approximated by:

zC = 0.35MRr0.25Sc0.5ν

u∗
(5.19)
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Here, M is a parameter varying for different turbulent regimes, and u∗ is the friction
velocity. The roughness Reynolds number Rr and the Schmidt number Sc are defined by:

Rr = z0u∗
ν

, Sc = ν

λ
(5.20)

where λ is the particle diffusivity [m2 · s−1], and z0 = max (0.018(u2∗/g), 1.59 × 10−5)
(Zoumakis and Kelessis, 1991).

Following Janjic (1994), the viscous sublayer for dust transport is assumed to operate in
the following regimes: smooth and transitional, rough, and very rough, depending on Rr (or,
equivalently, on u∗). Transitions between regimes are assumed to occur at u∗r = 0.225 m s−1

and u∗s = 0.7m s−1. Following observational data, it is defined M = 30 for the smooth
regime, and M = 10 otherwise.

The particle diffusivity λ is much smaller than ν (Businger, 1986). In the wind-tunnel
experiments of Chamberlain et al. (1984), synthetic particles with diameter 0.65 µm are
used, having diffusivity coefficients λ= 4.8 × 10−9 m2s−1 for smooth and transitional flow,
and λ= 3.0 × 10−8 m2s−1 for rough conditions. For very rough turbulent regime it is applied
λ= 7.0 × 10−8 m2s−1.

The smooth regime stops to operate when the friction velocity exceeds u∗r and the flow
enters into the rough regime. In this case, the viscous sublayer for momentum is “turned off”,
while the viscous sublayer for the other parameters (including dust) continues to function
until the next critical value u∗s is achieved. The rough regime transits at this point, to the
very rough regime characterized by fully developed turbulence. At this stage, the viscous
sublayer for dust is completely ceased and extensive mobilization of dust particles starts.

The expression (5.18) can alternatively be defined in terms of turbulent conditions above
the viscous sublayer:

FSk = KS
CLMk − C0k

�z
(5.21)

Here, KS is the surface-mixing coefficient for concentration [L2T−1], and LM denotes
the first level of the free atmosphere above the viscous syblayer. KS is assumed equivalent
to the mixing coefficient for heat and moisture. The surface-mixing coefficient is calculated
according to the Monin–Obukhov method (Janjic, 1996b).

The lower boundary condition for concentration is obtained from the requirement that the
fluxes (5.7) and (5.21) are matched at the interface of the viscous and turbulent layers:

C0k = CSk + ωCLMk

1 + ω
(5.22)

Here,

ω =

(
KS

�z

)
(
λ

zC

) (5.23)

which has a role of weighting factor in (5.22). From (5.21) and (5.22) the surface flux is
finally calculated as:

FSk = K∗
S

CLMk − CSk

�z
(5.24)
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Here, CSk is defined by (5.13), and

K∗
S = 1

1 + ω
KS (5.25)

is a conventional similarity-theory mixing coefficient but corrected by viscous effects.

5.10.4 Shear-free convection effects

Overheated desert surfaces may generate strong uprising thermal plums. Even in the absence
of surface wind shear they are associated with significant upward vertical transport. In such
cases the calculation of the surface fluxes should not be based on (5.24), but following the
method of Zilitinkevich et al. (1998).

The reason is that under the shear-free convection conditions, the friction velocity van-
ishes, which causes a singularity in calculation of surface fluxes if a traditional approach
(e.g. the Monin–Obukhov theory) is applied. In Skiron/Eta model, the method of Beljaars
(1994) is applied which avoids this difficulty by adding to the turbulent kinetic energy a term
with the kinetic energy of the near-surface wind induced by the large-scale eddies (Janjic,
1996b), thus preventing the friction velocity and the Obukhov length to get nonzero values.
Beljaars’ correction converts the surface buoyancy flux (w′T ′)S [L T] into the turbulent
kinetic energy of the near-surface wind. The fraction of the surface buoyancy flux converted
into the turbulent kinetic energy is assumed to be

U 2
B = (1.2 × W ∗)2 (5.26)

where the convective scale velocity [L T−1] is defined by

W ∗ =
[

1

273
× gh(w′T ′)

]1/3

(5.27)

Here, h is the depth of the convective boundary layer [L]. The Beljaars correction is
performed in practice by adding UB to the wind speed at the upper boundary of the surface
layer.

Shear-free flow is characterized by strong convection with narrow uprising motion cre-
ated by buoyancy driven structures. Such structures generate a surface convergence, which
is superimposed on the mean wind. In the shear-free regime, the flow yields its own velocity
shear characterized by the ‘minimum friction velocity’ U∗ and the “minimum Monin-
Obukhov length”, L∗ [L]. Under these conditions, a well-developed planetary boundary
layer combined with a relatively smooth roughness height characterize the flow. Here, the
shear-free convective dust flux is estimated using the ‘aerodynamic’ mixing coefficient

KAC ≡ FS

U∗�CA
(5.28)

rather then using the bulk coefficient (5.25). The expression (5.28) is valid in a broad range
of turbulent conditions, for 10−10 ≤ z0u/h ≤ 10−5. Here, z0u is the roughness length for
momentum. The concentration “aerodynamic increment” is formulated by

�CA ≡ CAS − CLM =
(

CS − FC

κU∗
ln

z0u

z0C

)
− CLM (5.29)
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where, κ= 0.4 is the von Karman constant, CLM is the lowest atmospheric level concentration
[kg · m−3], CS is the surface concentration defined by (5.13), and CAS is the concen-
tration extrapolated logarithmically downwards to the level z = z0u [kg · m−3]. Following
Zilitinkevich et al. (1998), the following approximations are used:

U∗
W∗

= 0.36
( z0h

h

)0.1
(5.30a)

and

KAC = 1

4.4
(

h

z0u

)0.1

− 1.5

(5.30b)

Using (5.28), (5.29) and (30), the surface flux at shear-free atmospheric layers is finally
calculated as:

FS =
0.36

( z0u

h

)
W∗(CS − CLM )

1

κ
ln

z0u

z0C
+ 4.4

( z0u

h

)−1 − 1.7
(5.31)

5.11 DUST SINKS

5.11.1 Dry deposition

The scheme of Georgi (1986) is used for the parametrization of the dry part of particle
deposition on the Earth surface. This scheme includes processes of deposition by surface
turbulent diffusion and Brownian diffusion, gravitational settlement, and interception and
impaction on the surface roughness elements. Thus the dry deposition velocity vdep [L T] is
parameterised by:

vdep = 1
1

vSL
+ 1

fB0vIL

(5.32)

Here, vSL is the turbulent deposition velocity in the layer between zS and 10 m [L T]; vIL
is the turbulent deposition velocity at the top of the viscous sublayer zS , and fB0 [L T] is
the empirical constant, which takes into account effect of the blow-off over the vegetation
surfaces. The velocity vSL is expressed as

vSL = CD10U10

√
CD10√

CD0 − √
CD10

(5.33)

where, drag coefficients CD10 = u2∗/U 2
10 and CD0 = u2∗/U 2

ZS
and the velocities U10 and UZS

are specified with respect to the to the heights z = 10 m and zS .
The parameterization of the velocity vIL

vIL = G
√

CD10u∗ (5.34)
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includes the function G introduced by Georgi (1986) which reflects the properties of particles
(size, composition) and depositing surfaces (roughness, texture, vegetation coverage). It is
given by

G = BSt√
CD0

(5.35)

where BSt is the particle surface Stanton number. Moreover, G can be divided into a sum of
contributions from the Brownian diffusion, interception and impaction (Slinn, 1982):

G = GBD + Gint + Gimp (5.36)

G is separately considered for two kinds of surfaces: surfaces with turbulent regimes
ranging from smooth to rough conditions, and surfaces covered by vegetation.

The first kind of surfaces includes sea, bare soil and ice surfaces. There. Basic assumption
is fB0 = 1. Over such surfaces, parameters 1/

√
CD0 and G are represented by expressions as

shown in Table 5.6 (Georgi, 1986). Here, St = (vgu2∗)/(νg) is the Stokes number, where the
gravitational settling velocity at the lowest model level is defined as

(vgk )LM = 2gρpkR2
k

9ν
(5.37)

Here, g = 9.8 m s−1 is the gravitation acceleration; Rk and ρpk are the radius [L] and
density [g cm−3] of a k-th particle size class, respectively, as given in Table 5.1.

Equations (5.32)–(5.37) and Tables (5.1) and (5.6) completely determine the deposition
velocity vdep.

Table 5.6. Values of 1/
√

CD0 and G for different turbulent regimes.

Turbulent regime G
defined according
to Rr (equation 5.18)

1√
CD0

Rr< 0.13 13.5 S−2/3
c + 4.27

St2

St2 + 400

0.13<Rr< 2.00 6.432Rr−0.3634 0.6667Rr−0.2Sc−0.538Rr−0.105 + 2.225Rr−0.3634 St2

St2 + 400

Rr> 2.00 5 0.6849Rr−0.25Sc−0.5 + 1.75
St2

St2 + 400

The parameterization proposed by Georgi (1986) is applied for surfaces covered by veg-
etation. The parameters and constants dependent on vegetation types are defined as shown
in Table 5.7. Over vegetation surfaces, Georgi (1986) defines:

G =
√
ηe

cdm
(5.38)
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Table 5.7. Parameters related to deposition over surfaces covered by vegetation which depend on
vegetation types.

M Vegetation types according to Dorman/Sellers cd cv As (1/
√

CD0)m

1 Broadleaf-evergreen trees 0.5 0.16 0 2.0
2 Broadleaf-decidious trees 0.5 0.16 0 2.0
3 Broadleaf and neadleleaf trees 0.5 0.16 0 2.0
4 Neadleleaf-evergreen trees 0.4 0.12 0 2.5
5 Neadleleaf-decidious trees 0.4 0.12 0 2.5
6 Breoadfeaf trees with groundcover 0.4 0.12 0 2.5
7 Groundcover only or cultivations 0.3 0.08 1.4 × 10−5 3.5
8 Broadleaf shrubs with perennial groundcover 0.35 0.09 3.2 × 10−5 3.0
9 Broadleaf shrubs with groundcover 0.35 0.09 3.2 × 10−5 3.0
10 Dwarf trees and shrubs with groundcover 0.35 0.09 3.2 × 10−5 3.0

where cdm is the local drag coefficient for vegetation depending upon m different vegetation
types (see Table 5.7); ηe is the efficiency of vegetation to collect the aerosol. The collection
efficiency is approximated by:

ηe = ηBD + ηint + ηimp + ηs (5.39)

Here, the subscripts denote Brownian diffusion, interception, impaction and collection
by small elements, respectively.

The collection efficiency for Brownian diffusion is given by

ηBD = cvmSc−1.3 (5.40)

where the local viscous drag coefficient cvm depends upon m different vegetation types (see
Table 5.7).

The collection efficiency for interception depends on particle size k and it is specified as

ηint = F2
k

a
(5.41)

where Fk = Rk/a, Rk is the radius of the k-th particle class, and a = 0.5 mm is the average
obstacle radius.

The collection efficiency for interception by smaller vegetation elements is defined by

ηs = AsmFsk ln(1 + Fsk ) (5.42)

where Fsk = Rk/as, as = 10 µm. The factor Asm is the ratio between areas of small collectors
and area of the roughness elements, which depends upon different vegetation types m (see
Table 5.7).

Finally, the collection efficiency for impaction is approximated by

ηimp = St3.2
a

(Sta + 0.6)3.2
(5.43)
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where, Sta = vgu∗/ga is the Stanton number over vegetation surfaces.
For particle deposition over surfaces covered by vegetation, different function is applied

fBO = 1/(e
√

Sta ). The parameter (1/
√

CD0)m used in calculations over vegetation surfaces
ranges from 2–3.5 for different vegetation types m, as given in Table 5.7.

Finally, (5.39) can be rewritten using (5.40)–(5.43), as:

ηe = cvSc−1.3 + F2

2
+ St3.2

a

(Sta + 0.6)3.2
+ AsRs ln(1 + Rs) (5.44)

The dry deposition velocity vdep (5.32) is fully determined with equations (5.33)–(5.44).
Its contribution to the source term in Equation (5.2) is then defined as:

(
∂C

∂t

)
SINKddep

= −
(

Cvdep

�z

)LM

(5.45)

5.11.2 Wet deposition

The wet removal of dust concentration can be estimated by using the precipitation water.
The rate of dust scavenged by precipitation is calculated as(

∂C

∂t

)
= −φ ∂

∂z

(
C
∂P

∂t

)
(5.46)

where ∂P/∂t is the precipitation rate [L T], and the washout parameter is given the constant
value φ= 5 × 105. The deposition on the surface is then calculated by

(
∂C

∂t

)
SINKwdep

= −φ
(

C

�z

∂P

∂t

)LM

(5.47)

where LM is the lowest atmospheric layer.

APPENDIX—LIST OF SYMBOLS

List of Symbols

Dimensions
Symbol Definition or Units

Ak function of the particle Reynolds number
Asm ratio between areas of small collectors and

area of the roughness elements, which depends
upon different vegetation types m

BSt particle surface Stanton number
C total concentration [kg m−3]
CAS concentration extrapolated logarithmically [kg m−3]

downwards to the level z = z0u

Ck dust concentration of a k-th particle size bin [kg m−3]

(Continued)
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List of Symbols

Dimensions
Symbol Definition or Units

CLM lowest atmospheric level concentration [kg m−3]
Cp concentration near the surface [kg kg−1]
CSk surface concentration [kg m−3]
Dd dry deposition rate [kg m−2 s−1]
FS vertical dust flux [µgr m−2 s−1]
FEFF

Sk effective surface vertical flux [µgr m−2 s−1]
FSk turbulent flux of dust concentration above the [kg m−2 s−1]

viscous sublayer
G function which reflects the properties of

particles and depositing surfaces
K number of the particle size bins (k = 1, . . ., K)
KAC aerodynamic mixing coefficient
KH lateral diffusion coefficient [m2 s−1]
KS surface-mixing coefficient for concentration [m2 s−1]
KZ turbulence exchange coefficient [m2 s−1]
L Monin–Obukhov length [m]
L∗ minimum Monin–Obukhov length [m]
LM lowest atmospheric layer
M mass concentration immediately adjacent to [kg m−3]

the surface
Mt parameter varying for different turbulent regimes
Re Reynolds number
Rk radius of a k-th particle size class [m]
Rr roughness Reynolds number
Sc Schmidt number
St Stokes number
Sta Stanton number over vegetation surfaces
U∗tk threshold friction velocity for dry soil [m s−1]
U 2

B fraction of the surface buoyancy flux converted [m2 s−2]
into the turbulent kinetic energy

Vs wind speed at the midpoint zs of the surface layer [m s−1]
W ∗ convective scale velocity [m s−1]
cdm local drag coefficient for vegetation
cνm local viscous drag coefficient
dp diameter of the particles [µm]
fB0 empirical constant, which takes into account effect

of the blow-off over the vegetation surfaces
g gravitational acceleration constant [m s−2]
h depth of the convective boundary layer [m]
k size category
m number of different vegetation types
u, v horizontal velocity components [m s−1]
u∗ friction velocity [m s−1]
u∗t threshold value of the friction velocity bellow [m s−1]

which dust production ceases

(Continued)
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List of Symbols

Dimensions
Symbol Definition or Units

u∗ts sub-threshold friction velocity [m s−1]
vs sedimentation velocity [m s−1]
w vertical velocity [m s−1]
wg ground wetness [cm3 cm−3]
w′ volumetric soil moisture [cm3 cm−3]
(w′T ′)S surface buoyancy flux [m s]
zC depth of the viscous sublayer [m]
zs midpoint of the surface layer [m]
z0u roughness length for momentum [m]
z0 surface roughness [m]
�z depth of the lowest atmospheric layer [m]
α fraction of a grid point area covered by desert surface
β influence of soil textures [kg kg−1]
γ ratio between the mass available for uplift and the total [kg kg−1]

mass of a specific particle size category
γk ratio between the mass available for uplift and the [kg kg−1]

total mass
δk mass fraction of the k-th particle category [kg kg−1]
η dynamic viscosity [Pa s]
ηBD collection efficiency for Brownian diffusion
ηe efficiency of vegetation to collect the aerosol
ηimp collection efficiency for impaction
ηint collection efficiency for interception
s ηs collection efficiency for interception by smaller

vegetation elements
κ von Karman constant
λ particle diffusivity [m2 s−1]
v molecular diffusivity for momentum [m2 s−1]
vdep dry deposition velocity [m s−1]
vgk gravitational settling velocity [m s−1]
(vgk )LM gravitational settling velocity at the lowest model level [m s−1]
vIL turbulent deposition velocity at the top of the viscous [m s−1]

sublayer zS

vSL turbulent deposition velocity in the layer between [m s−1]
zS and 10 m

ρa air density [kg m−3]
ρp particle density [g cm−3]
ρpk density of a k-th particle size class [g cm−3]
(∂Ck /∂t)SOURCE dust production rate normally over the dust source [kg m−3 · s−1]

areas
(∂Ck /∂t)SINK sink term which includes both wet and dry [kg m−3 · s−1]

deposition fractions
∂P/∂t precipitation rate [m s−1]
φ washout parameter
ψm stability parameter for momentum
∇ horizontal nabla operator
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CHAPTER SIX

Gas-transfer at unsheared free-surfaces
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6.1 FOREWORD

Transport processes through the gas–liquid interfaces are of paramount importance in a
number of areas of industrial engineering, such as chemical and mechanical engineering,
and for geophysical and environmental systems. In such systems, gaseous pollutants may be
directly exchanged between air and water in either direction across the air–water interface.
Gas fluxes being transferred can be upward to the air or downward to the water depending
on the substances involved. Thus, gas transfer is a two-way process involving both gas
absorption, i.e. air to water, and volatilization, i.e. water to air, across an air–water inter-
face, for a volatile or semi-volatile chemical. In the environmental fluid mechanics field, for
processes at the free surfaces of terrestrial water bodies, early interest related the absorption
of atmospheric oxygen in natural waters. This process is also termed as atmospheric reaera-
tion. Since dissolved oxygen (DO) is commonly considered as the main indicator of aquatic
ecosystem health, reaeration is one of the most relevant source of DO in the water bodies,
whose DO level are depleted by natural causes or the discharge of organic matter (USEPA,
1985; Chapra, 1997). The volatilization of many chemicals, such as mercury, PCBs, PAHs
and pesticides, has been widely recognized as an important process determining the trans-
port, fate, and chemical loadings of these contaminants in the atmosphere and in large
water bodies, such as lakes, estuaries and oceans (USEPA, 1997). Also, the assessment of
volatilization rate of environmentally important compounds of low molecular weight such
as benzene, chloroform, methylene chloride, and toluene from rivers and streams contam-
inated by spills or industrial discharges has been subject of continuing interest. Therefore
the estimation of both reaeration and volatilization rate is a key issue in the application of
a modeling framework of dissolved oxygen balance or of contaminant transport and fate
(Chapra, 1997).

More recently, the exchange of moisture, carbon dioxide (CO2) and other greenhouse
gases between the atmosphere and the oceans or the lakes have become important because
of their impact on global warming. It is estimated that approximately 30–40 per cent of
man-made CO2 is taken up by the oceans, but these estimates are significantly affected by
the uncertainties in the prediction of gas-transfer rate at the air–water interface (Banerjee
and MacIntyre, 2004).

Despite the significant theoretical, laboratory, field and numerical studies, research
efforts have not yet achieved a complete understanding of gas-transfer process. Also, pre-
dictive models currently available are not yet able to predict its rate in all the environmental
and hydrodynamic conditions. In the hydraulic and environmental engineering field several
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empirical equations have been long proposed to estimate both reaeration and volatiliza-
tion rates, but recent studies have demonstrated that these equations cannot have a general
application (Melching and Flores, 1999; Gualtieri et al., 2002; Gualtieri, 2006). Therefore,
intensive researches are currently carried on to gain insight into the complex mecha-
nisms of gas-transfer and to develop a physically sound and reliable predictive equation
of gas-transfer rate.

First of all, we can define gas-transfer as an interphase mass-transfer process that occurs
at the air–water interface if a non-equilibrium condition between the air phase and the
water phase exists for a chemical. The equilibrium or non-equilibrium condition generally
depends on chemical potential of the considered species within the phase involved, which
is related to concentration, which is simpler to be measured. Thus, the transport of material
between phases is controlled by the gradient in concentration across the interface, which
represents the driving force of the gas-transport process. As a result of this gradient, a flux
of the chemical moves through the air–water interface. Also, this flux should be related
to the characteristics of transport processes near the air–water interface. These processes
can occur at the molecular scale and are also affected by turbulence because the flow in
the atmosphere and in the water body is turbulent. Thus, a first qualitative assessment of
gas-transfer process would lead to state that a gas-transfer flux Jg-t driven by concentration
gradient could be generally expressed using Fick’s law (Thibodeaux, 1997) as:

Jg-t = −(Dm + Dt) · dC

dz
(6.1)

where Dm and Dt are, respectively, the molecular and turbulent or eddy diffusion coefficient
and dC/dz is the concentration gradient of the species being transferred, where z is the ver-
tical coordinate. Notably, the gas being transferred is assumed to be distributed uniformly
in the bulk fluid. Also, the magnitude of the eddy diffusion coefficient Dt in the natural
environment is usually many times larger than molecular diffusivity Dm.

Equation (6.1) points out that gas-transfer process depends on the physicochemical char-
acteristics of the substance being transferred and on the interaction between turbulence in the
atmosphere and/or in the water body, on one hand, and the air–water interface, on the other.
The latter feature introduces a second critical point that is related to the relative importance
of the gas-phase, i.e. the atmosphere, and of the water-phase, i.e. the water body, on gas-
transfer process. It is likely that sometimes one phase can prevail and transport processes
occurring within this phase should be better investigated to gain insight into gas-transfer
process. Third, another critical point is expected to be related to where the turbulence is
produced, i.e. whether close to the air–water interface or far from it, since the interplay
between turbulent motions and the interface should be different.

The previous short discussion suggests to divide the subject and to organize the chapter
as follows. Section 2 explains how the physicochemical characteristics of the substance
being transferred affect gas-transfer process and they can control which phase governs the
process. Section 3 provides a discussion on how turbulence generally interacts with the
air–water interface a for a substance being controlled by the water phase. This discussion
highlights that a more detailed approach requires to consider separately conditions where
turbulence is produced far from the air–water interface, that is an unsheared interface, and
where turbulence is produced close to the interface, that is a sheared interface. Thus, Section
4 deals with the gas-transfer at an unsheared air–water interface. First of all, dimensional
analysis of gas-transfer process is presented to achieve a robust theoretical framework where
suitable modelling efforts can be developed. After then, classical and more recent modeling
approaches starting from Lewis-Whitman two films theory are discussed. Both approaches
based on global and local properties of turbulence are presented. Moreover, results from
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both laboratory and field studies together with those coming from numerical simulations
are also considered to elucidate physical features of the gas-transfer process and to assess
models performances. Finally, conclusive remarks are drawn also highlighting the areas
where future research would be useful.

6.2 GAS-TRANSFER—INFLUENCE OF GAS CHARACTERISTICS

The previous short discussion pointed out that gas-transfer process is governed by the
interplay of turbulent and molecular transport processes. Hence Equation (6.1) includes
molecular diffusivity, which depends on the characteristics of both the gas being transferred
and the fluid, air or water, where the transfer occurs. However, there is another important
characteristics of the gas involved in the transfer that should be considered. In fact, it is
well known that if a vessel of gas-free distilled water is exposed to the atmosphere, gaseous
compounds, such as oxygen or carbon dioxide, cross the air–water interface and enter into
solution. The process will continue until a fixed level of the gas for a given temperature
will be reached. In other words, an equilibrium is established between the partial pressure
of the gas in the atmosphere and the concentration in the water phase. This equilibrium can
be expressed by Henry’s law as:

p = He Csat (6.2)

where p is the partial pressure, He is Henry’s constant and Csat is the saturation concentration
of the gas into the water. From equation (6.2) Henry’s constant is the ratio of the partial
pressure of the gaseous phase to the solubility of the gas in the water phase. Equation (6.2)
points out that at a fixed partial pressure of the gas, saturation concentration of the gas and
hence its solubility decreases with the increasing value of He.

Equation (6.2) could be also presented in dimensionless form using the ideal gas law:

pVol = nm R T a (6.3)

where Vol is the volume of the gas, nm is the number of moles, and Ta is absolute tem-
perature in K . Finally, R is the universal gas constant, which is equal to 8.314. From
Equation (6.3), the molar concentration of the gas could be expressed in terms of its partial
pressure as:

C = n

Vol
= p

R T a
(6.4)

which can be introduced into Equation (6.2) to yield:

H = He

R T a
= C

Csat
(6.5)

where H is the dimensionless Henry’s constant.
Table 6.1 lists the values of Henry’s constants He and H at 25◦C for some substances in

the field of environmental fluid mechanics.
The influence of temperature on He or H and, hence, on Csat was already introduced

but the saturation concentration of a gas is affected also by two other parameters, water
salinity and partial pressure variations due to elevation. Some empirical equations were
developed to predict how these factors influence saturation of dissolved oxygen (Chapra,
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Table 6.1. Values of Henry’s constants H and He at 25◦C.

Chemical Source M – He –
g/mole Pa · m3 · mole−1 H

Aroclor 1016 Chapra, 1997 257.9 3.35E+01 1.35E−02
Aroclor 1242 Chapra, 1997 266.5 3.85E+02 1.55E−01
Aroclor 1248 Chapra, 1997 299.5 3.59E+02 1.45E−01
Aroclor 1254 Chapra, 1997 328.4 1.46E+02 5.91E−02
Aroclor 1260 Chapra, 1997 375.7 7.17E+02 2.89E−01
Mean PCBs Chapra, 1997 305.6 2.18E+02 8.78E−02
Al drin Various 364.91 1.67E+00 6.72E−04
Dieldrin Various 380.91 1.09E+00 4.38E−04
Lindane Various 290.83 3.33E−01 1.34E−04
Toxaphene Chapra, 1997 430 5.72E+03 2.31E+00
Benzene Rathbun, 1998 78.11 5.57E+02 2.24E−01
Naphthalene Rathbun, 1998 128.2 5.60E+01 2.26E−02
Methylbenzene Rathbun, 1998 92.14 6.38E+02 2.57E−01
Ethylbenzene Rathbun, 1998 106.17 7.56E+02 3.05E−01
Chlorobenzene Rathbun, 1998 112.6 3.58E+02 1.44E−01
Trichloromethane Rathbun, 1998 257.9 3.91E+02 1.58E−01
Trichloroethylene NIST, 2000 266.5 1.07E+03 4.34E−01
1,2-Dichloroethane Rathbun, 1998 299.5 1.14E+02 4.60E−02
MTBE Various 328.4 6.43E+01 2.59E−02
Mercury Various 375.7 1.25E+03 5.03E−01

1997). These equations point out that saturation concentration of dissolved oxygen decreases
as temperature and water salinity increase. On the other hand, saturation concentration
increases with the increasing pressure.

The influence of Henry’s constant on gas-transfer process can be pointed out considering
a volume of fluid across the air–water interface. A qualitative approach shows that the
interface due to the surface tension of the fluid could be considered as a semi-solid wall.
Thus, approaching to the interface, turbulent motions become increasingly damped and
molecular transport takes control over turbulent transport. Considering for now only mass
transport, it can be expected that a diffusive or concentration boundary sublayer (CBL)
develops on both sides of the interface, while outside these sublayers turbulence governs
transport processes (Fig. 6.1). At this point, we limit the discussion to this but important
details on the interplay of turbulence and these sublayers will be further provided.

Figure 6.1 relates to a flux from the atmosphere to a waterbody, such as in the reaeration
process. To enter the bulk water, the gas must cross both the CBLs. Recall that the gas-
transfer process is related to a non-equilibrium condition holding between the air phase
and the water phase. Thus, we can assume according to Equation (6.1) that the gas flux is
proportional to the concentration gradient existing between the interface and the bulk fluid
through a coefficient. First, the gas must move through the CBL on the air-side and the gas
flux Jg-t-gas is:

Jg-t-gas = kg(Cg − Ci) (6.6a)

where Cg − Ci are gas concentration in the bulk gas and at the air–water interface, respec-
tively, and kg is the gas-transfer velocity in the CBL on the air-side. Concentrations are
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Figure 6.1. Sketch of gas-transfer across the air–water interface.

related to pressures by Equation (6.4), so Equation (6.6a) yields:

Jg-t-gas = kg

R T a
(pg − pi) (6.6b)

where pg − pi are gas pressure in the bulk gas and at the interface, respectively.
Similarly, the gas must cross the CBL on the water-side and the gas flux moving across

this CBL is:

Jg-t-water = kw (Ci − Cw) (6.7a)

where Cw is gas concentration in the bulk water and kw is the gas-transfer velocity in the
CBL on the water-side. Since at the interface equilibrium holds, Equation (6.2) allows to
express the concentration at the interface Ci in Equation (6.7a) as a function of the pressure
at the interface pi to yield:

pi = He

(
Jg-t-water

kw
+ Cw

)
(6.7b)

while Equation (6.6b) yields:

pi = pg − RT a Jg-t-gas

kg
(6.6c)

Equations (6.6c) and (6.7b) can be equated and solved for the gas flux Jg−t as:

Jg−t = 1
1

kw
+ R T a

He kg

(
pg

He
− Cw

)
(6.8a)

which points out as the gas-transfer process depends on the equivalent concentration gradient
existing between the gas phase and the water phase. Equation (6.8a) can be also expressed as:

Jg-t = KL

(
pg

He
− Cw

)
(6.8b)
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where KL, which is equal to:

KL = 1
1

kw
+ R T a

He kg

= kw
He

He + R T a(kw
/

kg)
(6.9)

is called gas-transfer coefficient. Equation (6.9) confirms that the gas-transfer process
depends also on gas characteristics, that is the value of Henry’s constant He. Inspection
of (6.9) highlights that chemicals with high He are rapidly purged from the water, whereas
chemicals with low He tend to stay in solution. Also, we can note that Equation (6.9) shows
that the process encounters a resistance moving across the CBLs which is analogous to that
of two resistors in series in an electrical circuit. In other words, the total resistance to gas
transfer Rtot depends on each resistance in the water and gaseous CBL as:

Rtot = Rg + Rw (6.10)

where Rg and Rw are the resistance in the CBLs on the air-side and water-side, respectively:

Rg = R T a

He kg
Rw = 1

kw
(6.11)

Therefore, depending on the relative magnitudes of He, kg , and kw, the process may be
controlled by the water, the gas, or both CBLs. Particularly, the influence of the water CBL
can be quantified as:

Rw

Rtot
= Rw

Rg + Rw
=

1

kw

R T a

He kg
+ 1

kw

= He

He + R T a(kw
/

kg)
(6.12)

Few data are available for gas transfer coefficients kw and kg . In the open ocean a
value of 8.3×10−3 m/s is commonly used for kg (Rathbun and Tai, 1982). Field and
laboratory data show that the gas-film coefficient kg is typically in the range from
3.00 × 10−3 to 3.00 × 10−2 m/s, whereas kw lies between is 5.00 × 10−6 to 5.00 × 10−5 m/s
(Schwarzenbach et al., 1993). In lakes, kw varies from 1.16 × 10−6 to 1.16 × 10−4 m/s and
kg from 1.39 × 10−3 to 1.39 × 10−1 m/s (Chapra, 1997). These values correspond to a range
from 0.1 to 10 m/day for kw and from 120 to 12 000 m/day for kg . Thus, the ratio kw/kg
generally is in the range from 0.001 to 0.01, with the higher values in small lakes due to
lower kg because of wind sheltering (Chapra, 1997).

Table 6.1 showed that He can significantly change among different substances and Equa-
tion (6.12) demonstrates that the ratio Rw/Rtot increases with the increasing value of the
Henry’s constant. Thus, the higher the Henry’s constant, the more the control of gas-transfer
process shifts to the CBL on the water-side.

Recently, the values of ratio Rw/Rtot for 20 environmental contaminants was evalu-
ated (Gualtieri, 2006). The considered contaminants were 6 different PCBs; 4 pesticides,
aldrin, dieldrin, lindane and toxaphene; 2 aromatic hydrocarbons, benzene and naphtalene;
2 alkyl-benzenes, methylbenzene and ethylbenzene; 2 halogenated alkanes, chloroform
and 1,2-dichloroethane; and, finally, chlorobenzene, trichloroethylene (TCE), methyl
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Table 6.2. Values of gas-transfer coefficients kw , kg and their ratio kw/kg .

High Mean Low

kw − m/s 1.157E−04 1.157E−05 1.157E−06
kg − m/s 1.389E−01 1.389E−02 1.389E−03
Ratio kw/kg 8.33E−02 8.33E−04 8.33E−06
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Figure 6.2. Resistance to gas-transfer in the water CBL.

tertiary-butyl ether (MTBE), and mercury. Mean values of He for a temperature of 25◦C
were applied. Also, three values were considered for the ratio kw/kg here. They were obtained
coupling maximum, minimum, and mean value for kw with the minimum, maximum, and
mean value for kg and they are listed in Table 6.2. The percentage resistance to the mass-
transfer in the liquid CBL finally was estimated. Results for the mean conditions are shown
in Figure 6.2, where the data for some environmentally important gases, such as ammonia,
sulfur dioxide, carbon dioxide, nitrogen and oxygen, are also presented. Results showed
that lindane, dieldrin, and aldrin are controlled by the gaseous CBL, whereas the remaining
chemicals are controlled by the CBL on the water-side. This is the case of sparingly soluble
gases such as O2 and CO2.

Noticeably, if a lower value of the ratio kw/kg is applied, the control shifts to the liquid
CBL. Hence, results in Figure 6.2, where the ratio kw/kg is equal to kw/kg = 8.33 × 10−4, are
representative of mean conditions. If the ratio Rw/Rtot is nearly equal to unity, then Equation
(6.9) yields that gas-transfer velocity in the CBL on the water-side is equal to gas-transfer
velocity, that is:

KL ≈ kw (6.13)

which means that the gas-transfer process is affected only by fluid mechanics processes in
the water body.

The forthcoming discussion will be addressed to gas-transfer process for a substance
being controlled by the CBL on the water-side, which is a very common condition for the
gas-transfer in the environmental fluid mechanics field.
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Figure 6.3. Gas-transfer in a stagnant water body.

6.3 GAS-TRANSFER—INFLUENCE OF TURBULENCE

Characterizing turbulence influence on gas-transfer across air–water interface has been
proved to be difficult since this influence depends on relative phase velocities, roughness
of surfaces at the interface, frictional and adhesive forces, surface tensions and several
other parameters (Weber and DiGiano, 1996), and complex, anisotropic effects of the free
surface on turbulence further complicate the modeling effort as well (Moog and Jirka, 1999).
However, to introduce how turbulence generally interacts with the air–water interface for
a substance being controlled by the water phase, we can start to consider a stagnant water
body, where hydrodynamics processes have negligible effects on gas-transfer, as illustrated
in Figure 6.3 (Socolofsky and Jirka, 2002).

If the water body has along its depth a uniform initial concentration Cw, which is
lower than saturation concentration Csat (Fig. 6.3a), we can define the following initial
condition:

C(z, 0) = Cw (6.14)

The air–water interface is then instantaneously exposed to an infinite source of the gas.
Since Cw <Csat , the gas tends to cross the interface and to dissolve into the water. The process
will continue until the water body will reach over all the depth saturation concentration.
Dissolution reaction is a fast reaction but the movement of the gas inside the water is
controlled by diffusion (Fig. 6.3b). One-dimensional advection-diffusion equation in the
vertical direction could be applied to study this case, neglecting advection term since the
fluid is stagnant:

∂C

∂t
= Dm

∂2C

∂z2
(6.15)

where Equation (6.14) defines initial condition and the boundary conditions are:

C(−∞, t) = Cw

C(0, t) = Csat
(6.16)

C(0, 0) = Csat

C(z, 0) = Cw
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Note that the presented case corresponds to that of diffusion in a semi-infinite medium
from a constant concentration source. Thus, the solution is:

C (z, t)− Cw

Csat − Cw
= 1 − erf

( −z√
4 Dm t

)
(6.17)

where the minus sign inside the error function is needed since z is negative downward.
Equation (6.17) can be used to derive the flux across the air–water interface. According to
Fick’s law, the one-dimensional diffusive flux is:

Jg-t-z = −Dm
∂C

∂z

∣∣∣∣
z=0

(6.18a)

Substituting the solution above, the flux becomes:

Jg-t-z(t) = −(Csat − Cw)

√
Dm

π t
(6.18b)

which demonstrates that the flux increases with the molecular diffusivity of the gas into
the water and with the gradient existing to saturation. The gas-transfer flux can be also
expressed as:

Jg-t-z(t) = −KL(Csat − Cw) (6.19)

where the gas-transfer coefficient is given by:

KL =
√

Dm

π t
(6.20)

The thickness of the CBL on the water-side can be evaluated, after some algebra, as:

δCBL = √
2 Dm t (6.21)

which shows that the CBL in a stagnant water body grows deeper indefinitely in time and
with the molecular diffusivity of the exchanged gas. This result holds when turbulence is
absent and it should seen as an idealized, very unlikely case. However, it could be considered
as a starting point of a discussion about the effects of turbulence on gas-transfer process.

As previously outlined, the interface due to the surface tension of the fluid could be
considered as a semi-solid wall. Therefore, momentum and mass transport processes are
expected to be governed by the interplay between turbulent and molecular transport within
an hierarchal structure of layers: the turbulent layer (TL), the velocity boundary sublayer
(VBL) and the aforementioned diffusive or concentration boundary sublayer (CBL).

Far from the interface, in the turbulent boundary layer, both momentum and mass transport
is dominated by turbulent motions, that provide full vertical mixing. Thus, the main body
of gaseous and liquid phases are assumed to be well-mixed with the gas profile practically
uniform at the bulk concentration. In the turbulent layer, momentum and mass transport
processes can be related to the turbulent eddy viscosity νt and to the turbulent eddy diffusivity
Dt , respectively. Reynolds analogy allows to consider these parameters having the same order
of magnitude, that is:

νt ≈ Dt (6.22)
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They are related by the turbulent Schmidt number Sct :

Sct = νt

Dt
(6.23)

which is approximately equal to the unity, that is turbulent momentum and mass transport
have the same strength, which is higher than that of transport processes occurring at the
molecular scale. In other words, in the natural environment, within the turbulent layer,
νt >>ν and Dt >>Dm, whereν is the kinematic viscosity of the fluid and Dm is the molecular
diffusivity of the gas into the fluid. Strictly reasoning, the vertical mass-transport is a
combination of molecular and turbulent diffusion and the vertical diffusivity Kv is the sum
of molecular Dm and turbulent eddy diffusivity Dt , but we can assume that turbulent diffusion
is predominant. Turbulent eddy diffusivity Dt can be also related to the dissipation rate of
turbulent kinetic energy ε. In fact, in steady turbulence, the rate of energy transfer from one
scale to the next is the same for all scales and it is per unit mass of fluid equal to ε. On
the other hand, under certain conditions, assuming a balance between total kinetic energy
related to Reynolds stresses and the viscous dissipation, a logarithmic profile structure holds
and the dissipation ε could be expressed as (Wüest and Lorke, 2003:

ε = u∗3

κ z
(6.24)

where u∗ is the friction velocity and κ is Von Kármán constant κ= 0.41. Typical turbulent
layers heights range from several meters to several tens or hundreds of meters in lakes and
oceans, respectively, and several hundreds of meters to kilometres in the atmosphere (Lorke
and Peeters, 2006).

Approaching to the air–water interface, at scales where viscous forces play a relevant
role, turbulent eddies are increasingly damped as they approach closer than their length
scale. Thus, turbulent momentum and mass transport mechanisms become weaker and
someway increasingly comparable with those occurring at the molecular scale. Both νt
and Dt decrease steeply assuming values which may be comparable with those of ν and
Dm respectively. We could expect that approaching to the interface, molecular transport
takes control over turbulent transport and momentum and mass boundary sublayers develop
on both sides of the air–water interface (Fig. 6.4). The first sublayer is termed velocity
boundary sublayer (VBL) and the second is called diffusive or concentration boundary
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Figure 6.4. Hierarchal structure of layers at the air–water interface.
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sublayer (CBL). Their thicknesses are δVBL and δCBL, respectively. Note that sometimes a
difference is underlined between diffusive and concentration sublayers. The latter is related
to a concentration gradient and it is also called outer concentration sublayer, the former is
the region where that gradient is linear and it is also termed inner concentration sublayer
(Magnaudet and Calmet, 2006). Hence, the diffusive sublayer would be a component of the
CBL. However, in the following discussion we will not distinguish the diffusive sublayer
from the CBL. Inside the VBL momentum transport is governed by fluid viscosity. Inside
the CBL mass transport is controlled by the molecular diffusivity of the gas in the fluid. The
relative thickness of these sublayers is related to the importance of diffusion of momentum
and diffusion of mass by molecular transport. This can be expressed through the ratio of the
kinematic viscosity to the molecular diffusivity of the gas into the fluid:

Sc = ν

Dm
(6.25)

which is the Schmidt number. In other words, the Schmidt number describes the relative
intensity of momentum and mass transport processes occurring at the molecular scale. In
the air, Sc is close to 1 and the sublayers have about the same thickness. For example, Sc
is for CO2, NH3 and H2O equal to 0.83, 0.53 and 0.56, respectively (Jähne and Haußecker,
1998).

The situation is completely different in the liquid phase since within the range of tem-
perature typical of environmental processes, water kinematic viscosity is in the order
of 1 × 10−6 m2/s, whereas molecular diffusivity of a gas into water is in the order of
1 × 10−9 m2/s resulting in a Sc in the order of 103. Therefore in the water phase the diffu-
sion of mass is much more slower than the diffusion of momentum and the mass boundary
sublayer is significantly thinner than the viscous boundary sublayer. Also, in contrast to the
air phase, Sc depends significantly on temperature, in turn making the gas transport inside
the water phase temperature-dependent. Notably, ν decreases with temperature, while Dm
increases with temperature. Hence Sc decreases with the increasing temperature. For exam-
ple, the Schmidt number for dissolved oxygen and cyclohexane is in the range from 950 to
440 and from 2223 to 985, respectively if temperature is ranging from 10 to 25◦C (Gualtieri,
2005b).

Since we are dealing with the gas-transfer process for a substance being controlled by the
CBL on the water-side, further details must be provided about the structure of velocity and
concentration boundary sublayers in the water phase. As previously outlined, approaching to
the air–water interface from the water side, the velocity boundary layer is first encountered.
Inside the VBL the velocity gradient is constant and its thickness δVBL could be defined as
the distance below the interface where Dt equates water kinematic viscosity ν. The height
δVBL could be scaled with the friction velocity u∗ in the turbulent layer below as (Lorke and
Peeters, 2006):

δVBL = 11 ν

u∗ (6.26)

and δVBL is typically δVBL ≈ 10−3 ÷ 10−4 m.
Inside the VBL, although turbulent diffusion is damped, the rate of strain of scalar tracer

concentration fields creates enhanced concentration gradients, which increase transport
due solely to molecular diffusion (Lorke and Peeters, 2006). Thus, mixing rates of tracers
in the velocity boundary layer are still higher than those occurring at the molecular scale
and measured concentration profiles are usually well mixed up to a certain distance from
the interface. Approaching further to the air–water interface, turbulent eddy diffusivity Dt
decreases down to the molecular diffusivity Dm. This defines the thickness δCBL of the CBL,
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where the transport due to the eddies becomes negligible compared to molecular diffusion
and a linear concentration gradient holds up to the interface since viscous straining is no
more capable to increase mixing above that occurring at the molecular scale. Therefore,
it should be expected that the thickness of the concentration boundary sublayer would be
related to the level of turbulence in the TL and to the strength of both momentum and mass
transport mechanisms occurring at the molecular scale. The former using u∗ was related
to δVBL. The latter is represented from Equation (6.22) by the Schmidt number Sc. Also,
Dt was assumed to be dependent from the vertical distance from the interface z. Therefore,
δCBL could be expressed as:

δCBL = δVBL

Scα
(6.27)

where α is a coefficient which is usually assumed to be between 1/3 and 1/4 (Wüest and
Lorke, 2003).

Equation (6.27) demonstrates that δCBL is solute-specific and is slightly temperature-
dependent, as Sc changes with temperature. Ifα= 1/3, Eq. (6.27) shows that δc is for the sub-
stances of environmental concern range from 1/13 to 1/6 the thickness of the velocity bound-
ary layer δVBL (Gualtieri, 2005a). Sometimes, since Sc ≈ 103 and Sc1/3 ≈ 10, δCBL is approx-
imated as δCBL = 0.1 · δVBL and it is typically δCBL ≈ 10−4 ÷ 10−5 m, that is tens or hundreds
of microns. Interestingly, the previous discussion holds also at the sediment-water interface,
where the same hierarchal structure of turbulent and viscous layers exists and the same key
parameters control momentum and mass transport processes (Lorke and Peeters, 2006).

At this point a fundamental question arises: how turbulence interacts with the outlined
structure of layers? It may be expected that turbulent eddies moving randomly over the
water depth delivering periodically water parcels from the bulk liquid close to the air–water
interface. After their arrival at the interface, the effect of the eddies is twofold (Socolofsky
and Jirka, 2002);

• first, they erode the boundary sublayers structure, thereby limiting the growth of the
concentration boundary sublayer thickness, δCBL. Also, since the concentrations in bulk
fluid and at the interface are independent of δCBL, this effect increases the concentration
gradient; hence, according to equation (6.1), the gas-transfer flux is larger than in the
stagnant case;

• second, turbulent eddies moved up to the air–water interface cause motion within the
concentration boundary sublayer, thereby increasing the effective diffusivity. Thus, the
gas-transfer flux is again larger than in the stagnant case.

Furthermore, if, for example, reaeration is the considered gas-transfer process, water
parcels carried by the turbulent eddies from the bulk liquid to the air–water interface are
characterized by low concentration of dissolved oxygen. Upon their arrival to the interface,
they are exposed to dissolved oxygen source and enriched by molecular diffusion until
turbulent eddies bring again them down in the bulk water increasing dissolved oxygen
levels there.

This brief discussion points out that the general effect of turbulence is to increase gas-
transfer flux but also that molecular diffusion is still expected to be a rate-limiting process.
However, this general outcome should be considered only as a starting point for a more
detailed analysis which requires to consider where turbulence is produced. Three cases can
occur:

• unsheared interface, also sometimes termed as bottom-shear generated turbulence. In
fact, if the winds are lights, fluid motions and turbulence that can be observed near
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the air–water interface are generated elsewhere. This is typical of open channel flows,
such as streams and rivers, where turbulence is generated at the bottom wall and is
then self-transported towards the free surface. Another case is if turbulence is produced
in the shear layer between subsurface currents flowing at different velocities. In both
cases, these turbulence structures then impinge at the free surface producing effects as
boils that can be easily seen at the surface of rivers. Turbulence can finally produced
by heat losses that give rise to natural convective motions on the liquid side (Banerjee
and Macintyre, 2004). Furthermore, the turbulence structure near the free surface can
have a close relationship with surface-wave fluctuations and the froude number of the
flow;

• sheared interface, also termed as wind-shear generated turbulence, which refers to
lakes or the sea when the wind blows above an almost still air–water interface. When a
significant winds blowing over the free surface, drift currents and wind-waves due to
the wind shear across the air–water interface are produced. In this case the turbulence
generation occurs at the interface itself giving rise to phenomena that are qualitatively
different with regard to the gas-transfer. Also, at moderate wind speed, microbreaking
starts changing the structure of turbulence at the air–water interface and affecting gas-
transfer rate. Moreover, in lakes, oceans and wetlands, when cooling occurs, turbulence
at the air–water interface is induced by heat loss but usually largest heat loss are related
to evaporation due to high winds. So at a wind sheared interface, turbulence is also due
to convection motions in the water volume (Banerjee and MacIntyre, 2004). Finally, at
high winds, wave breaking with air entrainment significantly affects gas-transfer;

• combined wind-stream turbulence. When both air flow and water flow together exist
and bed shear and interfacial shear are simultaneously present in the water layer. This
conditions typically hold in large rivers and estuaries.

Section 6.4 will discuss in detail bottom-shear generated turbulence, proposing a dimen-
sional analysis of the gas-transfer process and presenting a review of experimental results,
conceptual models and numerical simulations available in the literature to gain insight into
this process and to estimate its rate.

6.4 GAS-TRANSFER AT AN UNSHEARED INTERFACE

In open channel flows, such as streams and rivers, the surface turbulence is mainly generated
at the bottom boundary of the streams or in the shear layer between subsurface currents
flowing at different velocities. In both cases turbulence structures could then impinge on
the air–water interface producing effects as boils that can be easily seen at the surface of
rivers and that can affect the gas-transfer process. Thus, since surface turbulence is generated
elsewhere, this case can be termed as bottom-shear generated turbulence (Nakayama, 2000)
and the air–water interface is accordingly called unsheared interface or shear-free interface
(Banerjee and MacIntyre, 2004; Magnaudet and Calmet, 2006).

The structure of fluid motions in the bottom-shear generated turbulence and their effect
on the region near the air–water interface have been experimentally investigated in a number
of studies, which used different techniques such as laser-Doppler velocimetry and optical
probe, digital particle image velocimetry (DPIV) and video cameras, laser-induced fluores-
cence (LIF) (Rashidi and Banerjee, 1988; Komori et al., 1989; Kumar et al., 1998; Herlina
and Jirka, 2004). First, Rashidi and Banerjee (1988) using high speed videos observed peri-
odic ejection of intensely turbulent fluid with low streamwise momentum from the wall into
the relatively quiescent bulk fluid. Between the bursts and the interface, a high speed region
with steep velocity gradient developed. Hence, the motion of bursts toward the interface was
forced to slow down and then to turn back to the wall, giving rise to characteristics rolling
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Figure 6.5. Coherent structures involved in the gas-transfer process.

structures, which rotate clockwise if the flow was viewed as going from left to right (Rashidi
and Banerjee, 1988). Komori et al. (1989) observed that large-scale turbulent eddies ejected
by bursting from the buffer region of the bottom moved upward to the interfacial region
and arrived at the free-surface. Also, they successfully related these bursting motions to the
gas-transfer process. In a more detailed study, three types of persistent coherent structures
were observed near the air–water interface (Fig. 6.5), that is upwellings, downwellings or
downdrafts, and spiral eddies (Kumar et al., 1998). Upwellings, also called splats, were
produced by large active structures (bursts) originated in the sheared region at the channel
bottom and impinged on the free surface. They moved with it for some time, but the vanish-
ing of the vertical velocity at the surface then forced upwellings to stretch in the horizontal
and roll up resulting in the creation of downwelling structures, also termed antisplats, when
two neighbouring upwellings collided, which moved back to the flow. At the edges of the
upwellings were seen to be generated spiral eddies, typically attached to the free surface.
These eddies often merged if rotating in the same direction, and form pairs if rotating in the
opposite directions. Spiral eddies persisted for long period and they were finally destruc-
ted by merging, by new upwellings impinging on them upward, and by viscous dissipation
(Kumar et al., 1998).

The first step of the proposed study of gas-transfer process at an unsheared interface
is to develop a proper dimensional analysis which would consider all the parameters that
are likely to be involved in that process. These parameters should reflect both the fluid
and gas properties, and the hydrodynamics of the flow. As presented in Subsection 6.4.1,
dimensional analysis can provide a general relation for the gas-transfer rate, where this rate
is related with parameters describing the hydrodynamics and environmental conditions of
the mean flow.

However, Section 6.3 already pointed out that turbulence close to the air-interface where
the concentration boundary layer is embedded is a key factor affecting the transport rate
across the interface. Also, the aforementioned experimental studies revealed almost at a basic
level of understanding the mechanism of interaction between turbulent coherent structures
and air–water interface. Hence, several conceptual models were proposed in the literature
to relate gas-transfer rate with hydrodynamics parameters representing the turbulence con-
ditions at the interface. These parameters can represent both global and local properties
of turbulence. These models are reviewed and discussed in Subsection 6.4.2 starting from
the classical two-film model to the latest models proposed in the literature to account near-
surface turbulence characteristics. More recently, numerical methods have been applied to
investigate gas-transfer process to overcome difficulties still existing in the experimental
techniques. Particularly, both Direct Numerical Simulation (DNS) and Large Eddy Simula-
tion (LES) were applied allowing detailed determination of velocity and concentration fields
very near the air–water interface, as described and discussed in Subsection 6.4.3. Finally,
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Subsection 6.4.4 compares results from both conceptual models and numerical simulations
with available experimental data.

6.4.1 Dimensional analysis

Dimensional analysis usually starts with the selection of the parameters affecting the pro-
cess being modelled. Considering now a channel with wide rectangular section so that the
hydraulic radius Rh ≈ 4h and the shape factor ψ= h/W is always very low. Gas-transfer
process should be affected by the following parameters (Gualtieri et al., 2002; Gualtieri
et al., 2006):

• natural constants and fluid properties, such as the gravitational acceleration constant g,
the water density ρ, the water dynamic viscosity µ, and the water surface tension Ts;

• gas exchanged properties, such as the molecular diffusion coefficient Dm;
• flow properties, such as the mean depth h, the mean streamflow velocity u, the energy

line slope Je, the channel bed slope Jb and the roughness coefficient of colebrook-white
equation εcw.

Note that some literature empirical equation contain other parameters, such as Froude
number Fr, friction velocity u∗, water discharge Q and kinetic turbulent energy dissipation
rate per unit mass ε, which can be all expressed through the listed parameters. Water density
ρ and the water dynamic viscosity µ can be combined to form water kinematic viscosity
ν, that is ν=µ/ρ. Also, the water surface tension, Ts, was transformed into a kinematic
parameter as τs = Ts/ρ. Hence, the process can be considered as kinematic. Thus, it holds:

KL= f 1[Dm, τs, ν, g, h, u, J e, J b, εcw] (6.28)

Assuming as fundamental quantities the water mean depth h and the molecular diffusivity
Dm, a proper dimensional analysis leads to:

Sh = f 2[Sc, We, Re, Fr, J e, J b, S] (6.29a)

where Sh, Sc, We, Re, and Fr are the classical Sherwood number, Schmidt number, Weber
number, Reynolds number, and Froude number, respectively. Sh, Re and We are defined as:

Sh = KL · h

Dm
(6.30)

Re = u · 4 h

ν
(6.31)

We = u2 · h

τs
(6.32)

Finally, the relative roughness S is:

S = εcw

4 h
(6.33)
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Equation (6.29a) provides the dimensionless gas-transfer rate in an open channel for
liquid-controlled chemicals. This equation holds whatever is the gas involved in the gas-
transfer.Also, in Equation (6.29a) the temperature influence is directly accounted for through
the temperature dependent parameters, such as Sc, We and Re. This represents an advantage
respect to the common application of a temperature corrective coefficient, such as the
classical θ of Van’t Hoff-Arrhenius equation (Chapra, 1997).

Equation (6.29a) can be modified. First of all, assuming that uniform flow conditions
hold, the energy line slope Je and the channel bed slope Jb are equal, that is Je = Jb. Second,
the Froude number in Equation (6.29a) could be discarded since it can be expressed using
S, Re and Je (Gualtieri et al., 2002). In fact, classical Darcy-Weisbach equation states:

Je = f

4 h

u2

2 g
= f

8
Fr2 (6.34)

where f is the friction factor, that in a turbulent flow is f = f (Re, S). Hence, Equation (6.34)
yields:

Je = f (Re, S)

8
Fr2 (6.35)

where Fr, S, Re and Je = Jb are correlated. Therefore, the Froude number can be expressed as:

Fr =
√

8 J b

f (Re, S)
= Fr(Jb, Re, S) (6.36)

and Equation (6.29a) yields:

Sh = f 3[Sc, We, Re, J b, S] (6.29b)

Third, as a first approximation, the influence of We could be discarded. Thus, Equation
(6.29b) yields:

Sh = f 4[Sc, Re, J b, S] (6.29c)

where Sherwood number is affected by only Sc, Re, Jb and S. Note that f4 function in
Equation (6.29c) must be defined using experimental data.

6.4.2 Conceptual models of gas-transfer process at an unsheared interface

In Section 6.3 it was already pointed out that the concentration boundary sublayer interacts
with turbulent motions close to the air–water interface. Hence, CBL characteristics are
expected to usually change with the space and the time depending on turbulence parameters.
However, key point is to relate gas-transfer rate with hydrodynamics parameters representing
the turbulence conditions at the interface.

The earliest and simplest model for KL is the Lewis-Whitman model. It states that a
stagnant film exists very near the interface. The gas moves across the film only by molecular
diffusion. From the discussion in Section 6.3 it may be derived that the concept of the stagnant
film implies that the concentration boundary sublayer exhibits a kind of time and space-
averaged thickness δCBL, that may be considered as having a constant value. Due to the
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steady uniform laminar flow in the film region, there is a linear concentration profile within
the CBL and the gas flux Jg-t is:

Jg-t = −Dm · dC

dz

∣∣∣∣
z=0

= −Dm · Csat − Cw

δCBL
(6.37)

where Cw is gas concentration at z = δCBL. Equations (6.19) and (6.37) yield:

KL = Dm

δCBL
(6.38)

Therefore, in this model, KL is linearly proportional to Dm, as compared to the square-
root dependence obtained in the stagnant case. This is due to the different concentration
distribution holding in the two cases. However, Lewis-Whitman model does not provide any
physical insight about δCBL prediction. Furthermore, since CBL characteristics are changing
reflecting system hydrodynamics, the basic assumption of this model cannot mostly properly
capture the physical mechanism that controls the concentration boundary layer thickness.
Nevertheless, some models were recently proposed to provide an estimation of the thickness
δCBL of the CBL to introduce in Equation (6.38). First, Atkinson et al. (1995) has considered
two approaches; the first one compares molecular and turbulent diffusivities, while the
second one relates δCBL to the smallest eddies in the flow according to the Kolmogorov
microlength scale η (Atkinson et al., 1995). This is the smallest scale of turbulent flow, at
which turbulent kinetic energy is converted to heat. From dimensional analysis Kolmogorov
microlength η can be defined as:

η ∝ ν3/4

ε1/4
(6.39)

The first approach considers that the vertical profile of turbulent diffusivity can be esti-
mated using Elder’s analysis (Elder, 1959). As the shear stress τ is a linear function of depth
in open channel flow τ= τb · (z/h), a velocity profile must be assumed to estimate the gra-
dient velocity. Using a logarithmic profile and assuming that the thickness of diffusive layer
δCBL is the depth below the air–water interface where molecular viscosity ν is comparable
with eddy viscosity νt , after some simplifications, it can be shown that:

δCBL ≈ c1 · ν
u∗ · Sc−1/3 (6.40)

where c1 is a constant that can be set equal to c1 = 10. From Equations (6.38) and (6.40), it
yields:

KL = Dm

10 · ν · u∗ · Sc1/3 (6.41)

The second approach proposed by Atkinson relates δCBL with the smallest eddies in the
flow. Starting from Kolmogorov microlength scale η, as defined by Equation (6.39), after
some algebra, δCBL can be estimated as (Atkinson et al., 1995):

δCBL
∼= c2

(
ν3 · h

u3

)1/4

(6.42)
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where c3 is a numerical constant, that is c2 = 2. From Equations (6.38) and (6.42), KL can
be obtained as:

KL = Dm

2

(
u3

ν3 · h

)1/4

(6.43)

Gualtieri and Gualtieri, comparing the laminar boundary sublayer at the air–water inter-
face with the bottom classic laminar sublayer, have proposed another model to estimate
the thickness δCBL of the concentration boundary layer (Gualtieri and Gualtieri, 2004).
The bottom sublayer lies on a solid boundary, which has an infinite surface tension. On the
other hand, the VBL is below the air–water interface which can be considered, due to its
surface tension, as a semi-solid boundary. To follow this analogy a first velocity distribution
in the VBL can be defined starting from the velocity distribution in the laminar sublayer
near the bottom, which is known. Furthermore, in the laminar sublayer near the bottom,
introducing the expression of bottom shear stress τb = ρ ·u∗2 into the Newtonian expression
for τb, a linear velocity distribution can be derived for the bottom sublayer. Applying the
analogy between the air–water interface and the bottom, a second velocity distribution can
be derived for the VBL below the water surface. Comparing these velocity distributions in
the VBL at the air–water interface, its thickness δVBL can be derived. Finally, from Equations
(6.27) and (6.38), gas-transfer coefficient KL can be obtained as:

KL = (Dm)2/3

(
g · Jb

2 · ν · Reg-t

)1/3

(6.44)

where Reg-t is a specific gas-transfer Reynolds number, which from the proposed approach
should be << 25 and should be calibrated from experimental data. Analysis of a large
amount experimental field data collected in stream and rivers allowed to calibrate Reg-t as
Reg-t = 0.750 (Gualtieri and Gualtieri, 2004). Equation (6.44) can be modified to derive an
equation comparable with LE and SE model, which is:

K∗
L = c3Sc−2/3 Re∗−1/3 (6.45)

where the exponent of Re* is intermediate between those from LE and SE models. Also, it
should be noted that the exponent of Sc in Equation (6.45), that is −2/3, is that expected for
a solid boundary or for a film-covered water surface (Jähne and Haußecker, 1998; Banerjee
and MacIntyre, 2004).

The models based upon the concept of surface-renewal assume that the fluid elements
inside the CBL are periodically refreshed by turbulent eddies acknowledging the central
role played by turbulence. The mechanism of surface-renewal is related to turbulent eddies
that periodically bring liquid parcels from the bulk liquid to the air–water interface. Dur-
ing the short period of time spent at the interface, the liquid elements are exposed to the
atmosphere and subjected to the gas-transfer process by molecular diffusion. After that, tur-
bulent motions move again the water parcels down to the bulk liquid. The described cycle
is a surface-renewal event and its frequency is a function of the turbulent characteristics
of the flow. In this case, the concentration boundary sublayer is allowed to grow from zero
depth until at some point the turbulence suddenly replaces the water parcel in the CBL, that
is a renewal event occurs, and the sublayer growth starts over from the beginning. The CBL
thickness is assumed larger than the depth that can be penetrated by molecular diffusion
during the time of exposure to the atmosphere.
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Key-point of surface-renewal models is the definition of the time between two renewal
events. The first model based upon the outlined concepts is the penetration model by Higbie.
The Higbie model assumes that all the liquid elements have the same time tr of exposure
at the air–water interface. The time tr is often called contact time or renewal time. The
governing transport equation and the initial condition and boundary conditions are the same
as in the stagnant case, that is Equations (6.14), (6.15) and (6.16). Hence, the solution for
the gas-transfer flux is Equation (6.18b), but it is valid during the time between two renewal
events. The average flux of gas during one cycle is (Thibodeaux, 1997):

Jg-t = − (Csat − Cw)

√
4 Dm

πtr
(6.46)

and the gas-transfer coefficient is:

KL =
√

4 Dm

πtr
(6.47)

The basic assumption proposed by Higbie about the same exposure time of the water
parcels was improved by Danckwerts, who introduced a random replacement time function,
termed surface-age distribution function, which was more typical of what might be expected
from a turbulent fluid. This function represents the probability that a parcel is exposed for
a time t before being replaced by a new water element from the bulk fluid (Thibodeaux,
1997); this function if t-avg is the average renewal time is:

ϕ = r exp(−r t) (6.48)

where r = 1/tr-avg is the fractional renewal rate; thus, water parcels can remain at the surface
for variable times that may be any value from zero to infinity. Averaging π/4 term disappears
and the average gas flux is:

Jg-t = −(Csat − Cw)
√

Dm r (6.49)

and the gas-transfer coefficient is:

KL = √
Dm r (6.50)

which indicates that the gas-transfer rate is proportional to the frequency at which a renewal
event occurs. Both Higbie and Danckwerts models have the weakness that their key param-
eter, that is tr and r, respectively, is neither known nor immediately related to the turbulence
near the air–water interface. As previously outlined, Komori et al. (1989) suggested that
surface renewal eddies were originated in bursting phenomena occurring in the buffer region
of the wall. Low speed fluid was ejected toward the interface from a wall burst, the fluid
moved up to the surface to form a surface-renewal patch, and a downdraft developed after
the interaction. They successfully correlated the frequency of both surface renewal and
bursting and obtained that gas-transfer rate was proportional to the square-root of the sur-
face renewal frequency confirming Equation (6.50) (Komori et al., 1989). However, further
studies pointed out a more complex interaction between the free surface and the ejections
from sheared region near the channel bed. Hence, the measurements of surface-renewal
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eddies are difficult to correlate with KL, because the investigators themselves have to define
what constitutes a surface-renewal eddy (Tamburrino and Gulliver, 2002).

Despite these difficulties, the renewal rate r may expected to be a characteristics of
turbulent eddies and further research efforts were addressed to relate it with turbulence.
We have already recalled that a characteristic feature of turbulent flow is the presence of
a wide range of eddy sizes, ranging from the flow domain, i.e. integral scale eddies, to
smaller sizes, i.e. Kolmogorov scale eddies (Pope, 2000). It is a common statement that
the large eddies transfer their energy to the smaller ones. First, this transfer is efficient and
very little kinetic energy is lost (Pope, 2000). When the eddies become small enough, in the
order of Kolmogorov scale in size, viscosity takes over and the energy is damped out and
converted into heat. This process is usually described as a turbulence cascade. Turbulent
energy production and dissipation are almost in equilibrium in the intermediate region of
a stream, whereas near the free surface dissipation is predominant (Nezu and Nakagawa,
1993; Nakayama, 2000). The dissipation rate of turbulent kinetic energy ε can be measured
directly or calculated. Experimental data demonstrated that ε can be scaled as (Moog and
Jirka, 1999):

ε ∝ u∗3

h
(6.51)

As previously outlined, the scale at which turbulent kinetic energy is converted to heat
is the Kolmogorov microlength scale η, which estimates the smallest turbulent eddies. This
stage is characterized by an eddy Reynolds number approximately equal to 1, if the eddy
Reynolds number is defined using the characteristic length and the velocity of smallest
eddies. This reflects the idea that at these smallest scales of motion, the inertial strength of
the eddy is approximately equal to its viscous transport strength, i.e. eddy viscosity νt = ν
(Pope, 2000).

At this point, two extreme estimates for r can be applied: one for the case that the
concentration boundary layer is renewed by integral-scale eddies, that is called the large-
eddy estimate, and another one for the case that the concentration boundary layer is renewed
by Kolmogorov-scale eddies, that is called the small-eddy estimate (Moog and Jirka, 1999).
In both cases, turbulence is assumed to be homogeneous and isotropic and this hypothesis
is of course critical in the interfacial region.

In the first estimate, it could be assumed that the surface layer could be divided into a
series of rotational cells having diameter and velocity proportional to h and urms, which is the
root-mean-square value of turbulent velocity fluctuations, respectively. Also, the velocity
of cells could be scaled by u∗. Thus, r parameter can be considered as r ∝ u∗/h. Inserting
this into Equation (6.50) and non-dimensionalizing, the large-eddy model (LE) by Fortescue
and Pearson (1967) states that (Moog and Jirka, 1999):

K∗
L = KL

urms
≈ KL

u∗ ∝ Sc−1/2Re∗−1/2 (6.52)

where K∗
L is the dimensionless gas-transfer rate and Re* is the shear Reynolds number,

which is defined as Re* = u∗ · h/ν.
In the second estimate, considering the attenuation of vertical fluctuations due to the free

surface, it could be assumed that smaller eddies may contribute to surface renewal (Moog
& Jirka, 1999). They are dissipated by viscosity. Integrating a roll cell model over a wave
number spectrum containing an inertial sub-range, it follows:

KL ∝ Sc−1/2 · (ε · ν)1/4 (6.53)
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This is the small-eddy model (SE) by Banerjee et al. (1968), where energy dissipation may
be also enhanced by many factors, such as wind shear, wave breaking, natural convection,
rain (Banerjee and McIntyre, 2004). This model, considering Equation (6.43), gives (Moog
& Jirka, 1999):

K∗
L ≈ KL

u∗ ∝ Sc−1/2Re∗−1/4 (6.54)

Comparison between Equations (6.52) and (6.54) shows that the large-eddy and small-
eddy models differ only by the Reynolds number exponent, so that these models have the
general form:

K∗
L ≈ KL

u∗ ∝ Sc−1/2Re∗n (6.55)

where n = −1/2 holds for the large-eddy model and n = −1/4 holds for the small-eddy
model.

A different expression for both large-eddy and small-eddy models can be derived
considering that:

u∗ = u

(
f

8

)1/2

(6.56)

where f is the Darcy-Weisbach friction coefficient. If gas-transfer rate KL is non-
dimensionalized using the mean streamflow velocity u, those models become:

KL

u
∝ Sc−1/2Re−1/2

(
f

8

)1/4

(6.57)

KL

u
∝ Sc−1/2Re−1/4

(
f

8

)3/8

(6.58)

for large-eddy and small-eddy models, respectively. Notably, in Equations (6.57) and (6.58)
the boundary type of the flow are directly taken into account by the friction coefficient.
Interestingly, Theofanous et al. (1976) suggested that there is a smooth transition between
low Re values, where large-scale eddies control gas transfer, and high Re values, where
small-scale eddies dominate. The transition occurs at Re* = 500. In order to compare large-
eddy and small-eddy models, Moog and Jirka (1999) carried out experimental works in open
channel flow with shear Reynolds number Re* from 350 to 4200. First, they observed that
measurements in stirred tanks supported small-eddy model. Second, from their experimental
data, they obtained n = −0.29, which supported small-eddy model and yielded (Moog and
Jirka, 1999):

K∗
L = 0.161Sc−1/2Re∗−1/4 (6.59)

However, observations at low Reynolds number suggest that large coherent structures
such as bursts and upwellings are responsible for interfacial transport. Hence, to solve this
conflict they argued that both scales would be involved in gas-transfer process in a framework
termed chain saw model (Moog and Jirka, 1999). Large scale motions transport turbulent
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energy to the interface, creating active zones or patches for the gas-transfer. Within these
zones, the transfer is controlled by small eddies at a rate which is related to near-surface
turbulent dissipation rate. Moreover, the variation in active area decreases with the increasing
Re*, leading to the successful scaling of small-eddy model at higher Re* and confirming
Theofanous suggestion (Moog and Jirka, 1999).

Since both large-eddy and small-eddy models are based on a global property of turbu-
lence, the next theoretical step in the literature was to relate gas-transfer process directly to
a local property of turbulence, that is the turbulence characteristics near the air–water inter-
face. Hanratty (1991) argued that, since the CBL is very thin, the derivative in z-direction is
much larger that in the other directions. Hence, using a coordinate system embedded on the
interface, the advection-diffusion equation for the gas in a turbulent flow near a free surface
may be simplified as:

∂C

∂t
+ w′ ∂C

∂z
= Dm

∂2C

∂z2
(6.60)

where C and C are instantaneous concentration and its temporal mean, respectively, and w′ is
the fluctuating velocity normal to the interface. A series-expansion and order-of-magnitude
analysis near the interface yielded the following relation for w′ (McCready et al., 1986):

w′ ≈ ∂w′

∂z
z (6.61)

where the vertical velocity gradient very near to the air–water interface is also called β
parameter. This gradient is changing with the time and the distance parallel to the interface
and is function of flow turbulence. Equation (6.60) highlights the importance of β parameter
for the gas-transfer process. Note that the vertical velocity gradient ∂w′/∂z is unequal to zero
when at the water surface 2D continuity equation in a control volume that moves vertically
is not satisfied, that is:

∂u′

∂x
+ ∂v′

∂y
�= 0 (6.62)

where u′ and v′ are the fluctuating velocity in the streamwise direction x and in the spanwise
direction y, respectively, which are both tangential to the interface. Indeed, on a free water
surface tangential velocity fluctuations are possible. Hence, from 3D continuity equation,
the vertical velocity gradient may be derived as:

β = ∂w′

∂z
= −

(
∂u′

∂x
+ ∂v′

∂y

)
(6.63)

where the term in brackets is termed surface divergence. The physical meaning of Equation
(6.62) or (6.63) is that there are convergence or divergence zone at the water surface, that
is surface fluid elements are dilated or contracted due to turbulent motions that bring bulk
fluids to the interface (Jähne and Haußecker, 1998; Banerjee and McIntyre, 2004). Thus, if
free-surface turbulence can be measured or estimated, Equation (6.63) provides the value
of β parameter which is related to gas-transfer rate.

The surface divergence cannot be predicted without a theory. Hence the blocking theory
by Hunt and Graham (1978) was used by Banerjee (1990) to relate surface divergence to
the far-field turbulence characteristics when they are homogeneous and isotropic. Using
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this approach, gas-transfer coefficient for an unsheared interface and high Sc was derived
as (Banerjee, 1990):

KL = c4 u Sc−1/2Re−1/2[0.3(2.83 Re3/4 − 2.14 Re2/3)]
1/4

(6.64)

which is also termed as surface divergence (SD) model. The quantity within the brackets is
the square of the nondimensional surface divergence. This model applies also to a rigid slip
surface because Hunt and Graham theory holds for this case. However, since the air–water
interface is mobile and can deform following the motions on the liquid side, the surface
divergence for a deformable interface may be expected to be less and the constant c4 using
experimental data was equated to 0.20 (Banerjee and MacIntyre, 2004). Equation (6.64) is
asymptotic to Re−1/2 at small Re and almost to Re−1/4 at large Re, which is in line with LE
and SE models and confirms Theofanous suggestion. Also, in Equation (6.64) the friction
factor is not present.

Following surface divergence approach, other researchers proposed predictive equations
different from Equation (6.64). Tamburrino and Gulliver (2002) measured free surface
turbulence in a fully developed, open channel flow and estimated β parameter. They argued
that high values of β were not a primary result of large upwellings moving to the air–water
interface. The spatial scales of β were more closely related to the high velocity gradients of
surface vorticity, which can originated by large upwelling, but were not previously identified
as source of surface renewal (Tamburrino and Gulliver, 2002). Using previous experimental
data, they finally proposed that (Tamburrino and Gulliver, 2002):

KL∗ ≈ KL

u∗ ∝ 0.24 Sc−1/2Sβmax∗−1/2 (6.65)

where Sβmax∗ is dimensionless maximum value of the β spectrum.
Later, Sugihara and Tsumori (2005) carried out experiments in oscillating-grid turbulent

flows to investigate the relation between gas-transfer rate and turbulence characteristics at
the air–water interface. They obtained the following relation (Suhihara and Tsumori, 2005):

KL = 0.30(Dmβrms)1/2 (6.66)

where βrms is the root mean square of the vertical velocity gradient at the interface. Equation
(6.66) may be rewritten as (Sugihara and Tsumori, 2005):

KL

k1/2
= 0.18 Sc−1/2 Re−1/4

kε (6.67)

where is k is turbulent kinetic energy and Rekε is a turbulent Reynolds number defined with
k and ε parameters, that is Rekε = k2/ε ν. Note that the exponent −1/4 of Reynolds number
would support the small-eddy model, Equation (6.55).

Recently, Xu et al. used an innovative particle image velocimetry-based measurement
method to investigate interfacial turbulence and to assess β parameter (Xu et al., 2006).
Several distinctly different flow conditions, including turbulence induced by wind shear
from above, turbulence generated from the bottom and a combination of simultaneously con-
tributing conditions from above and beneath the interface, were investigated. They suggested
a general predictive equation to correlate the gas-transfer rate with the surface divergence
(Xu et al., 2006):

KL = 0.20 Sc−1/2 (βrmsν)
1/2 (6.68)
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6.4.3 Numerical simulation of gas-transfer process at an unsheared interface

Despite the rapid evolution of investigation techniques, especially in the last two decades,
experimental methods cannot yet provide all the data required to a complete knowledge
of gas-transfer process. In fact, to understand gas-transfer process, it is needed to perform
simultaneous analyses of concentration and velocity fluctuations in the interfacial region
in terms of both statistics and turbulent structures. If laser-induced fluorescence (LIF)
technique allows to reveal the concentration distribution within the CBL (Münsterer and
Jähne, 1998; Herlina and Jirka, 2004) and microprobes are capable to follow concentration
fluctuations (Chu and Jirka, 1992), these techniques still have difficulties in resolving the
uppermost layer of the flow. On the other hand, particle image velocimetry provides an
adequate picture of turbulence characteristics near the air–water interface (Kumar et al.,
1998; Xu et al., 2006). Thus, the application of high-resolution numerical simulations has
been increasingly proposed to provide a detailed and precise determination of velocity and
concentration fields very near to the air–water interface.

The first numerical method applied was the Direct Numerical Simulation (DNS) of time-
dependent three-dimensional Navier-Stokes equations, which have often been used in the
field of physics and engineering. Several studies on gas-transfer process based on DNS are
available in literature (Komori et al., 1993; Nagaosa, 1999; Handler et al., 1999; Shen et al.,
2001). These studies sometimes confirmed findings of previous experimental or theoretical
works but often provided detailed, novel insights on three-dimensional structures responsible
for surface renewal and its net contribution to the dynamics of free-surface turbulence.
Numerical results pointed out that vertical motions were restrained in the interfacial region by
the damping effect, and the turbulent kinetic energy associated with them was redistributed
mainly to the spanwise motions through the pressure fluctuation (Komori et al., 1993).
Also, they confirmed that large-eddies generated by bursts in the wall region were advected
up to the free-surface producing surface-renewal events (Komori et al., 1993; Nagaosa,
1999). To be more in details, two types of vortex tubes were observed below the free surface
(Nagaosa, 1999). The first type were elongated, near-horizontal, quasi-streamwise vortices,
parallel to the main stream and the free surface. The interactions between these vortices
and the air–water interfaces produced splats and antisplats at the free surface. The balance
of intercomponent energy transfer between the spanwise and surface–normal direction via
the pressure-strain effect was determined by the splats and antisplats, which furthermore
are responsible for surface renewal events at the free surface. The second type were the
surface-attached vortices, which were perpendicular to the interface and were established by
connections of quasi-streamwise vortices to the free surface. The surface-attached vortices
did not produce splats and antisplats at the interface. Hence, the direct contribution of the
surface-attached vortices to the dynamics of the free surface turbulence, for example, the
intercomponent energy transfer or turbulent gas-transfer across the free surface, is believed
to be very small (Nagaosa, 1999). Overall, DNS results confirmed the close link between
bursting phenomena from the bottom region, on one hand, and interfacial turbulence and
gas-transfer process, on the other. Also, studies based on DNS provided detailed statistics
of the dynamics and concentration fields and of the structure interfacial turbulence which
are still beyond the capabilities of laboratory experiments.

However, the main limitation of these DNS studies arises from their low Reynolds number.
In fact, the aforementioned studies were carried out for a shear Reynolds number Re* and
Schmidt or Prandtl number Sc or Pr ranging from 150 to 180 and 1 to 5, respectively (Komori
et al., 1993; Nagaosa, 1999; Handler et al., 1999; Shen et al., 2001). Hence, Schmidt number
were very far from the typical values of substances being involved in the gas-transfer process
at the free-surface of streams and rivers. Also, in that range of Re* the free surface lies within
the logarithmic layer of the mean velocity profile. Therefore, the turbulence seen by the free
surface is strongly anisotropic and interacts directly with the dynamics of the bed region



Gas-Transfer at Unsheared Free-Surfaces 155

(Magnaudet and Calmet, 2006). This makes the near-surface velocity and concentration
fields observed in these DNS studies quite specific for low Reynolds number wall-bounded
shear flows and do not allows to extend some of their conclusions to the environmental flows.
Therefore, it should be very useful to perform numerical simulation with higher Reynolds
number to investigate instantaneous and statistical structure of velocity and concentration
fields in free-surface flows where turbulence is closer to isotropy and almost independent
from the way it is generated in the bed region (Magnaudet and Calmet, 2006). However, it is
well known that in the DNS the number of grid points required to capture the smallest scales
grows with the Reynolds number and the Schmidt number like Sc3Re9/4 (Pope, 2000). To
overcome this limitation, Large Eddy Simulation (LES) has been recently applied to study
the structure of interfacial velocity and concentration fields and the mechanism of gas-
transfer process assuming that the small-scales do not prevail in this process (Calmet and
Magnaudet, 1998; Magnaudet and Calmet, 2006).

Calmet and Magnaudet (1998) first applied LES to investigate gas-transfer across a flat,
shear-free interface for a shear Reynolds number Re* of 1280 and two values of Schmidt
number, that is Sc = 1 and Sc = 200. They demonstrated that the concentration boundary
sublayer is the related to the viscous boundary sublayer as:

δCBL = δ
1/2
VBL

Sc1/2 (6.69)

which confirms results later obtained by Lorke et al. for the sediment-water interface (Lorke
et al., 2003). Moreover, the analysis of vertical velocity and concentration fluctuation w′
and C ′ revealed that the dynamics of the concentration field was closely correlated with
large-scale structures present near the air–water interface confirming that the driving mech-
anism of gas-transfer is the surface-renewal by the structures coming from the bottom wall
(Calmet and Magnaudet, 1998). In fact, large-structures that reach the interface (w′> 0), that
is upwellings, or move downward from it (w′< 0), that is downwellings, carried low (C ′< 0)
and high (C ′> 0) concentration, respectively. Also, the analysis of horizontal motions con-
firmed the role of surface divergence β, that is β> 0 corresponded to upwellings motions
and compression of the interface and β< 0 corresponded to downwellings motions and
dilatation of the interface (Calmet and Magnaudet, 1998). Finally, LES results were used to
estimate gas-transfer rate. Comparison with both large-eddy and small-eddy models, which
assume homogeneous and isotropic turbulence, could not allow to prefer one model on the
other one (Calmet and Magnaudet, 1998).

More recently, Large Eddy Simulation was again applied by Magnaudet and Calmet
(2006) investigate gas-transfer across a flat unsheared interface of a turbulent channel flow
for a shear Reynolds number Re* of 1280 over a wide range of Schmidt number, that is
from 1 to 200. LES results provided a detailed picture of the structure of the uppermost
layers below the air–water interface. In fact, they identified an inner concentration sublayer,
where mean concentration profile was linear, and an outer concentration sublayer, where
root-mean-square concentration fluctuation grew up from zero at the surface to a maximum
at the outer edge (Magnaudet and Calmet, 2006). This difference is analogous to that previ-
ously underlined between diffusive and concentration sublayers. Also, the thickness of the
inner and the outer CBL was proportional to Sc−1/2 Re−3/4 and Sc−1/2 Re−1/4, respectively.
Hence, the former corresponds to the Batchelor microscale. Notably, Lorke et al., (2003)
demonstrated that the scaling of the diffusive sublayer height with the Batchelor microscale
provided an adequate description of the sediment-water exchange of oxygen observed in
the field (Lorke et al., 2003). When plotted against the dimensionless distance to Sc1/2zu/ν,
the near-surface profiles of the normalized concentration variance and of all terms contribut-
ing to its budget were shown to be independent of the Schmidt number (Magnaudet and
Calmet, 2006). Moreover, LES results pointed out that the region where w′ grows linearly
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with the distance from the interface, that is the Kolmogorov sublayer, evolved with Re−3/4,
whereas the viscous boundary sublayer thickness scaled with Re−1/2. The simultaneous anal-
ysis of near-surface velocity and concentration fluctuations confirmed the central role of
upwellings and downwellings and the typical horizontal size of these structures is found to be
about 2LI , corresponding to the turbulence macroscale. Also, the thickness of the diffusive
boundary sublayer was seen to undulate slightly, owing to the alternate compression and dila-
tion induced by the upwellings and downwellings (Magnaudet and Calmet, 2006). The high-
concentration structures driven by the downwellings mostly took the form of needles pene-
trating the bulk flow and represented the main way by which a gas could be transferred from
the interface down to the bulk fluid. Obviously, due to LES characteristics, this picture could
describe only horizontal large-size structures, whereas other methods could capture concen-
tration smaller size structures. Finally, by a frequency analysis of the concentration equation,
Magnaudet and Calmet demonstrated that the Re−3/4 scaling of the inner CBL resulted
directly in the scaling of KL with the variance of the surface divergence β elevated to 1/4:

KL ≈ D1/2
m

(
β̄2)1/4

(6.70)

which in turns, since β̄2 ≈ ε/ν, implies that (Magnaudet and Calmet, 2006):

KL

u
≈ Sc−1/2 Re−1/4 (6.71)

which is identical to the small-eddy model. However, Equation (6.71) derived only by the
Re−3/4 scaling of the inner CBL and did not mean that gas-transfer process is controlled by the
small scale eddies, but, on the contrary, the role of large-scale structures such as upwellings
and downwellings, remained, according to Magnaudet and Calmet (2006), dominant, as
also highlighted by experimental observations (Rashidi and Banerjee, 1988; Komori et al.,
1989; Kumar et al., 1998). Interestingly, Equation (6.71) supports the recent experimental
results by Sugihara and Tsumoto (2005), that is Equation (6.67).

6.5 CONCLUSIVE REMARKS

Gas-transfer across the turbulent air–water interface of a surface water body is a relevant
process in the environmental fluid mechanics area. The movement through this interface of
oxygen, carbon dioxide, nitrogen and toxic chemicals can greatly affect water quality levels.

In this chapter the gas-transfer of sparingly soluble gas, such as oxygen, carbon dioxide
and many environmental contaminants, across the free surface of rivers and streams was
discussed in details in terms of experimental measurements and observations, predictive
models and numerical simulations. The transfer of these substances across the air–water
interface is controlled by the processes occurring in a thin region below the interface. Also,
in open channel flows turbulence is mostly generated at the channel bottom wall and is then
self-transported towards the free surface. Hence, this condition leads to define the air–water
interface as unsheared or shear-free. Both experimental and numerical studies as well as
theoretical analysis have pointed out the role played by turbulence characteristics into the
gas-transfer process. Turbulent structures produced in the bed region move upward to the
free surface and interact with it producing a renewal of the near-surface layers of flow,
which controls the gas-transfer process. Although the classic analysis leading to the surface
renewal theory by Higbie and Danckwerts can be considered as an adequate general pic-
ture of the process, considerable efforts are currently produced to understand how turbulent
coherent structures affect surface-renewal. Hence, conceptual models proposed to describe
this process and to predict its rate KL have tried to relate it to both global and local properties
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of turbulence. The models based on global properties, such as large-eddy and small-eddy
models, relate KL to the Schmidt number and the turbulent Reynolds number of the flow,
which is defined with the aid of the integral length scale and some velocity scale. They
basically differ on the range of scales which is assumed to control the gas-transfer process,
that is large scale or small scale. However, to solve this conflict, it was proposed that both
scales would be involved in the process and their relative importance would depend on the
value of turbulent Reynolds number. More recently, models based on local properties of
turbulence, that is interfacial turbulence characteristics, were proposed. Basic concept of
these models is the surface divergence, that is β parameter, which is the vertical velocity
gradient. This parameter is related to the horizontal velocity fluctuations. Recent numerical
simulations were able to resolve both velocity and concentration fields near the air–water
interface. Numerical results have pointed out that positive and negative values of β corre-
spond to large-structures reaching the interface or moving downward from it, carrying low
and high concentration.

Despite these important advances in gas-transfer understanding and modelling, many
efforts are still needed to achieve a complete knowledge of this process. First, even if recent
developments in experimental techniques are encouraging, they still require improvements
to made measurements very close to the air–water interface, in the uppermost layers of the
flow, which control the transfer of the gas across the free surface. Also, it is very impor-
tant that detailed measurements of concentration field would be linked with simultaneous
measurements of near-surface velocity field. Second, even if numerical methods have pro-
vided detailed and precise determination of velocity and concentration fields very near to
the air–water interface pointing out relevant features of the interaction between turbulence
and gas-transfer process, these methods should be extended to higher both Schmidt and
Reynolds numbers to encompass typical conditions existing in streams and rivers. Also,
the influence of the turbulent anisotropy on the relationship between gas-transfer rate and
Reynolds number should be further investigated. Finally, future modelling efforts should be
addressed to take into account the role of all the turbulent scales in the gas-transfer process.

APPENDIX—LIST OF SYMBOLS

List of Symbols

Symbol Definition Dimensions or Units

C concentration [M · L−3]
C temporal mean concentration [M · L−3]
Cg gas concentration in the bulk gas [M · L−3]
Ci gas concentration at the air–water interface [M · L−3]
Csat gas concentration at saturation [M · L−3]
Cw gas concentration in the bulk water [M · L−3]
Dm molecular diffusion coefficient [L2 T−1]
Dt turbulent diffusion coefficient [L2 T−1]
Fr Froude number
He dimensional Henry constant [M · L2 ·T−2 · mole−1]
H dimensionless Henry constant
Jb channel bed slope
Je energy line slope
Jg-t gas-transfer flux [M L−2 T−1]

(Continued)



158 Fluid Mechanics of Environmental Interfaces

List of Symbols

Symbol Definition Dimensions or Units

Jg-t-gas gas-transfer flux across the CBL on the air-side [M L−2 T−1]
Jg-t-z gas-transfer flux in the vertical direction [M L−2 T−1]
Jg-t-water gas-transfer flux across the CBL on [M L−2 T−1]

the water-side
KL gas-transfer coefficient [L ·T−1]
K∗

L dimensionless gas-transfer coefficient
LI turbulent integral scale [L]
Q water discharge [L3 ·T−1]
R universal gas constant [M · L2 ·T−2 · K−1 · mole−1]
Rg gas-transfer resistance in the CBL on [T · L−1]

the air-side
Rtot total resistance to the gas-transfer [T · L−1]
Rw gas-transfer resistance in the CBL on [T · L−1]

the water-side
Rh channel hydraulic radius [L]
Re Reynolds number
Re∗ shear Reynolds number
Reg-t gas-transfer Reynolds number
Rekε turbulent k-ε Reynolds number
S relative roughness
Sc Schmidt number
Sct turbulent Schmidt number
Sh Sherwood number
S∗
βmax dimensionless maximum value of

the β spectrum
Ta absolute temperature [K]
Ts water surface tension [M T−2]
Vol gas volume [L3]
We Weber number
c1, c2, c3, c4 numerical constants
f Darcy-Weisbach friction factor
g gravitational acceleration constant [L T−2]
h channel water mean depth [L]
k turbulent kinetic energy per unit mass [L2 T−2]
kg gas-transfer velocity in the CBL on [L ·T−1]

the air-side
kw gas-transfer velocity in the CBL [L ·T−1]

on the water-side
nm number of moles
p gas partial pressure [M · L−1 ·T−2]
pg gas pressure in the bulk gas [M · L−1 ·T−2]
pi gas pressure at the air–water interface [M · L−1 ·T−2]
r renewal rate [T−1]
t time [T]
tr renewal time [T]

(Continued)
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List of Symbols

Symbol Definition Dimensions or Units

tr-avg average renewal time [T]
u mean streamflow velocity [L ·T−1]
urms root-mean-square of turbulent streamflow velocity [L ·T−1]
u* shear velocity [L ·T−1]
u’ fluctuating velocity in the streamwise direction x [L ·T−1]
v’ fluctuating velocity in the spanwise direction y [L ·T−1]
w’ fluctuating velocity normal to the interface [L ·T−1]
z vertical coordinate [L]
βrms root mean square of β [T−1]
β̄2 variance of surface divergence [T−2]
δCBL thickness of the concentration boundary layer [L]
δVBL thickness of the velocity boundary layer [L]
ε dissipation rate of turbulent kinetic energy [L2 T−3]

per unit mass
εcw Colebrook-White roughness coefficient [L]
η Kolmogorov microlength scale [L]
θ temperature correction factor for KL
κ Von Karman constant
µ water dynamic viscosity [M L−1 T−1]
ν water kinematic viscosity [L2 T−1]
νt water turbulent kinematic viscosity [L2 T−1]
ρ Water density [M L−3]
τ Shear stress [M L−1 T−2]
τb bed shear stress [M L−1 T−2]
τs = Ts/ρ ratio between water surface tension and [L3 T−2]

water density
ϕ surface-age distribution function
ψ Shape factor of stream transverse section
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CHAPTER SEVEN

Advective diffusion of air bubbles in turbulent
water flows

Hubert Chanson
University of Queensland, Brisbane, Australia

7.1 INTRODUCTION

The exchange of air between the atmosphere and flowing water is usually called air entrain-
ment, air bubble entrainment or self-aeration. The continuous exchange between air and
water is most important for the biological and chemical equilibrium on our planet. For
example, the air–water mass transfer at the surface of the oceans regulates the composition
of the atmosphere. The aeration process drives the exchange of nitrogen, oxygen and carbon
dioxide between the atmosphere and the sea, in particular the dissolution of carbon dioxide
into the oceans and the release of supersaturated oxygen to the atmosphere. Another form
of flow aeration is the entrainment of un-dissolved air bubbles at the air–water free-surface.
Air bubble entrainment is observed in chemical, coastal, hydraulic, mechanical and nuclear
engineering applications. In Nature, air bubble entrainment is observed at waterfalls, in
mountain streams and river rapids, and in breaking waves on the ocean surface. The result-
ing “white waters” provide some spectacular effects (Figs. 7.1 to 7.4). Figure 7.1 illustrates
the air bubble entrainment at a 83 m high waterfall with a lot of splashing and spray generated
at nappe impact. Figure 7.2 shows some air entrainment in a hydraulic jump downstream
of a spillway, and Figure 7.3 presents some air bubble entrainment at a plunging breaking
wave. Figure 7.4 highlights the free-surface aeration downstream of the Three Gorges dam
that may be seen from space (Fig. 7.4B).

Herein we define air bubble entrainment as the entrainment or entrapment of un-dissolved
air bubbles and air pockets that are advected within the flowing waters. The term air bubble is
used broadly to describe a volume of air surrounded continuously or not by some liquid and
encompassed within some air–water interface(s). The resulting air–water mixture consists
of both air packets within water and water droplets surrounded by air, and the flow structure
may be quite complicated.

Further the entrainment of air bubbles may be localised at a flow discontinuity or con-
tinuous along an air–water free-surface: i.e., singular or interfacial aeration respectively.
Examples of singular aeration include the air bubble entrainment by a vertical plunging
jet. Air bubbles are entrained locally at the intersection of the impinging water jet with
the receiving body of water. The impingement perimeter is a source of both vorticity and
air bubbles. Interfacial aeration is defined as the air bubble entrainment process along an
air–water interface, usually parallel to the flow direction. It is observed in spillway chute
flows and in high-velocity water jets discharging into air.

After a review of the basic mechanisms of air bubble entrainment in turbulent water flows,
it will be shown that the void fraction distributions may be modelled by some analytical
solutions of the advective diffusion equation for air bubbles. Later the micro-structure of the
air–water flow will be discussed and it will be argued that the interactions between entrained
air bubbles and turbulence remain a key challenge.
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Figure 7.1. Air bubble entrainment at a water fall—Chute Montmorency, Québec, Canada on 6 June 2004
(Fall height : 83 m)—Top: general view from downstream. Bottom: details of the free-surface (shutter

speed: 1/1,000 s).
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Figure 7.2. Air bubble entrainment in a hydraulic jump at the downstream end of a spillway chute—Chain Lakes
dam spillway, Southern Alberta, Canada, June 2005 (Courtesy of John Rémi)—Looking downstream, with a

discharge of about 300 m3/s—Note the “brownish” dark colour of the flow caused by the suspended load and the
“white” waters downstream of the hydraulic jump highlighting the air bubble detrainment.

Figure 7.3. Air entrainment at wave breaking—Anse des Blancs, Le Conquet, France on 19 April 2004 during
early ebb tide (Shutter speed 1/200 s).
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(A) Bottom outlet operation on 20 October 2004-Q � 1700m3/s per jet,
V � 35 m/s (Shutter speed 1/1,000 s).

(B) "While water" created by the outlets viewed from space on 14 May
2006—NASA image created by Jesse Allen, Earth Observatory, using
ASTER data made available by NASA/GSFC/MITI/ERSDAC/JAROS, and
U.S./Japan ASTER Science Team

Figure 7.4. Free-surface aeration by interfacial aeration and plunging jet motion at the Three Gorges dam,
central Yangtze river (China).

7.2 FUNDAMENTAL PROCESSES

7.2.1 Inception of air bubble entrainment

The inception of air bubble entrainment characterises the flow conditions at which some
bubble entrainment starts. Historically the inception conditions were expressed in terms of
a time-averaged velocity. It was often assumed that air entrainment occurs when the flow
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velocity exceeds an onset velocity Ve of about 1 m/s. The approach is approximate and it
does not account for the complexity of the flow nor the turbulence properties. More detailed
studies linked the onset of air entrainment with a characteristic level of normal Reynolds
stress(es) next to the free-surface. For example, Ervine and Falvey (1987) and Chanson
(1993) for interfacial aeration, Cummings and Chanson (1999) for plunging jet aeration,
Brocchini and Peregrine (2001). Although present knowledge remains empirical and often
superficial, it is thought that the inception of air entrainment may be better described in
terms of tangential Reynolds stresses.

In turbulent shear flows, the air bubble entrainment is caused by the turbulence acting
next to the air–water interface. Through this interface, air is continuously being trapped
and released, and the resulting air–water mixture may extend to the entire flow. Air bubble
entrainment occurs when the turbulent shear stress is large enough to overcome both surface
tension and buoyancy effects (if any). Experimental evidences showed that the free-surface of
turbulent flows exhibits some surface “undulations” with a fine-grained turbulent structure
and larger underlying eddies. Since the turbulent energy is high in small eddy lengths close
to the free surface, air bubble entrainment may result from the action of high intensity
turbulent shear close to the air–water interface.

Free-surface breakup and bubble entrainment will take place when the turbulent shear
stress is greater than the surface tension force per unit area resisting the surface breakup.
That is:

|ρw ∗ vi ∗ vj| > σ ∗ π ∗ (r1 + r2)

A
inception of air entrainment (7.1)

where ρw is the water density, v is the turbulent velocity fluctuation, (i, j) is the directional
tensor (i, j = x, y, z), σ is the surface tension between air and water, π∗(r1 + r2) is the
perimeter along which surface tension acts, r1 and r2 are the two principal radii of curvature
of the free surface deformation, and A is surface deformation area. Equation (7.1) gives a
criterion for the onset of free-surface aeration in terms of the magnitude of the instantaneous
tangential Reynolds stress, the air/water physical properties and the free-surface deformation
properties. Simply air bubbles cannot be entrained across the free-surface until there is
sufficient tangential shear relative to the surface tension force per unit area.

Considering a two-dimensional flow for which the vertical structures next to the
free-surface have axes predominantly perpendicular to the flow direction, the entrained
bubbles may be schematised by cylinders of radius r (Fig. 7.5). Equation (7.1) may be
simplified into:

|ρw ∗ vi ∗ vj| > σ

π ∗ r
cylindrical bubbles (7.2a)

where x and y are the streamwise and normal directions respectively. For a three-dimensional
flow with quasi-isotropic turbulence, the smallest interfacial area per unit volume of air is
the sphere (radius r), and Equation (7.1) gives:

|ρw ∗ vi ∗ vj| > σ

2 ∗ π ∗ r
spherical bubbles (7.2b)

Equation (7.2) shows that the inception of air bubble entrainment takes place in the form
of relatively large bubbles. But the largest bubbles will be detrained by buoyancy and this
yields some preferential sizes of entrained bubbles, observed to be about 1 to 100 mm in
prototype turbulent flows (e.g. Cain 1978 and Chanson 1993,1997).



168 Fluid Mechanics of Environmental Interfaces

Inception of
free-surface

aeration

y

x

Air–water
flow

r

Figure 7.5. Inception of free-surface aeration in a two-dimensional flow.

7.2.2 Bubble breakup

The size of entrained air bubbles in turbulent shear flows is an important parameter affecting
the interactions between turbulence and air bubbles. Next to the entrainment point, a region
of strong mixing and momentum losses exists in which the entrained air is broken into small
bubbles while being diffused within the air–water flow.

At equilibrium, the maximum bubble size in shear flows may be estimated by the balance
between the surface tension force and the inertial force caused by the velocity changes
over distances of the order of the bubble size. Some simple dimensional analysis yielded a
criterion for bubble breakup (Hinze 1955). The result is however limited to some equilibrium
situations and it is often not applicable (Chanson 1997, pp. 224–229).

In air–water flows, experimental observations of air bubbles showed that the bubble sizes
are larger than the Kolmogorov microscale and smaller than the turbulent macroscale. These
observations suggested that the length scale of the eddies responsible for breaking up the
bubbles is close to the bubble size. Larger eddies advect the bubbles while eddies with
length-scales substantially smaller than the bubble size do not have the necessary energy to
break up air bubbles.

In turbulent flows, the bubble break-up occurs when the tangential shear stress is greater
than the capillary force per unit area. For a spherical bubble, it yields a condition for bubble
breakup:

|ρw ∗ vi ∗ vj| > σ

dab
spherical bubble (7.3a)

where dab is the bubble diameter. Equation (7.3a) holds for a spherical bubble and the
left handside term is the magnitude of the instantaneous tangential Reynolds stress. More
generally, for an elongated spheroid, bubble breakup takes place for:

|ρw ∗ vi ∗ vj| > σ ∗ π ∗ (r1 + r2)

2 ∗ π ∗ r1 ∗

⎛
⎜⎜⎜⎜⎜⎝r1 + r2 ∗

Arc sin

(√
1 − r2

1

r2
2

)
√

1 − r2
1

r2
2

⎞
⎟⎟⎟⎟⎟⎠

elongated spheroid

(7.3b)
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where r1 and r2 are the equatorial and polar radii of the ellipsoid respectively with r2 > r1.
Equation (7.3b) implies that some turbulence anisotropy (e.g. vx, vy >> vz) must induce
some preferential bubble shapes.

7.3 ADVECTIVE DIFFUSION OF AIR BUBBLES. BASIC EQUATIONS

7.3.1 Presentation

Turbulent flows are characterised by a substantial amount of air-water mixing at the inter-
faces. Once entrained, the air bubbles are diffused through the flow while they are advected
downstream. Herein their transport by advection and diffusion are assumed two separate
additive processes; and the theory of superposition is applicable.

In the bubbly flow region, the air bubble diffusion transfer rate in the direction normal to
the advective direction varies directly as the negative gradient of concentration. The scalar
is the entrained air and its concentration is called the void fraction C defined as the volume
of air per unit volume of air and water. Assuming a steady, quasi-one-dimensional flow, and
for a small control volume, the continuity equation for air in the air–water flow is:

div(C ∗ �V) = div(Dt ∗ −→
grad C − C ∗ �ur) (7.4)

where C is the void fraction, �V is the advective velocity vector, Dt is the air bubble turbulent
diffusivity and �ur is the bubble rise velocity vector that takes into account the effects of
buoyancy. Equation (7.4) implies a constant air density, neglects compressibility effects,
and is valid for a steady flow situation.

Equation (7.4) is called the advective diffusion equation. It characterises the air volume
flux from a region of high void fraction to one of smaller air concentration. The first term
(C∗V) is the advective flux while the right handside term is the diffusive flux. The latter
includes the combined effects of transverse diffusion and buoyancy. Equation (7.4) may be
solved analytically for a number of basic boundary conditions. Mathematical solutions of
the diffusion equation were addressed in two classical references (Carslaw and Jaeger 1959,
Crank 1956). Since Equation (7.4) is linear, the theory of superposition may be used to
build up solutions with more complex problems and boundary conditions. Its application to
air-water flows was discussed by Wood (1984, 1991) and Chanson (1988, 1997).

7.3.2 Buoyancy effects on submerged air bubbles

When air bubbles are submerged in a liquid, a net upward force is exerted on each bubble.
That is, the buoyancy force which is the vertical resultant of the pressure forces acting on
the bubble. The buoyant force equals the weight of displaced liquid.

The effects of buoyancy on a submerged air bubble may be expressed in terms of the
bubble rise velocity ur. For a single bubble rising in a fluid at rest and in a steady state,
the motion equation of the rising bubble yields an exact balance between the buoyant force
(upwards), the drag force (downwards) and the weight force (downwards). The expression
of the buoyant force may be derived from the integration of the pressure field around the
bubble and it is directly proportional to minus the pressure gradient ∂P/∂z where P is the
pressure and z is the vertical axis positive upwards. In a non-hydrostatic pressure gradient,
the rise velocity may be estimated to a first approximation as:

ur = ±(ur)Hyd ∗

√√√√√
∣∣∣∣∂P∂z

∣∣∣∣
ρw ∗ g

(7.5)



170 Fluid Mechanics of Environmental Interfaces

Data
(tap water)

Data
(distilled water)

Stokes' law

0.6

0.2

0.1

0.02

0.01

0.006

0.002

0.001
0.02 0.06 0.1 0.2 1 2 10 20 80

dab
mm

ur
m/s

Spherical
(and quasi-spherical)

bubbles

Non-spherical
bubbles

Figure 7.6. Bubble rise velocity in still water.

where (ur)Hyd is the bubble rise velocity in a hydrostatic pressure gradient (Fig. 7.6), ρw is
the liquid density, herein water, and z is the vertical direction positive upwards. The sign of
the rise velocity ur depends on the sign of ∂P/∂z. For ∂P/∂z< 0, ur is positive. Experimental
results of bubble rise velocity in still water are reported in Figure 7.6. Relevant references
include Haberman and Morton (1954) and Comolet (1979a,b).

7.3.3 A simple application

Let us consider a two-dimensional steady open channel flow down a steep chute (Fig. 7.7).
The advective diffusion equation becomes:

∂

∂x
(Vx ∗ C) + ∂

∂y
(Vy ∗ C) = ∂

∂x

(
Dt ∗ ∂C

∂x

)
+ ∂

∂y

(
Dt ∗ ∂C

∂y

)

− ∂

∂x
(−ur ∗ sin θ ∗ C) − ∂

∂y
(ur ∗ cos θ ∗ C) (7.6)

where θ is the angle between the horizontal and the channel invert, x is the streamwise
direction and y is the transverse direction (Fig. 7.7). In the uniform equilibrium flow region,
the gravity force component in the flow direction is counterbalanced exactly by the friction
and drag force resultant. Hence ∂/∂x = 0 and Vy = 0. Equation (7.6) yields:

0 = ∂

∂y

(
Dt ∗ ∂C

∂y

)
− cos θ ∗ ∂

∂y
(ur ∗ C) (7.7a)

where Dt is basically the diffusivity in the direction normal to the flow direction.
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Figure 7.7. Self-aeration in a high-velocity open channel flow.

At a distance y from the invert, the fluid density is ρ= ρw ∗ (1 − C) where C is the local
void fraction. Hence the expression of the bubble rise velocity (Eq. (5)) becomes:

ur = (ur)Hyd ∗ √
1 − C (7.8)

Equation (7.8) gives the rise velocity in a two-phase flow mixture of void fraction C as a
function of the rise velocity in hydrostatic pressure gradient. The buoyant force is smaller in
aerated waters than in clear-water. For example, a heavy object might sink faster in “white
waters” because of the lesser buoyancy.

The advective diffusion equation for air bubbles may be rewritten in dimensionless terms:

∂

∂y′

(
D′∗ ∂C

∂y′

)
= ∂

∂y′ (C ∗ √
1 − C) (7.7b)

where y′ = y/Y90, Y90 is the characteristic distance where C = 0.90, D′ = Dt/((ur)Hyd ∗
cos θ∗Y90) is a dimensionless turbulent diffusivity and the rise velocity in hydrostatic pres-
sure gradient (ur)Hyd is assumed a constant. D′ is the ratio of the air bubble diffusion
coefficient to the rise velocity component normal to the flow direction time the characteristic
transverse dimension of the shear flow.

A first integration of Equation (7.7a) leads to:

∂C

∂y′ = 1

D′ ∗ C ∗ √
1 − C (7.9)

Assuming a homogeneous turbulence across the flow (D′ = constant), a further integration
yields:

C = 1 − tanh2
(

K′ − y′

2 ∗ D′

)
(7.10)
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where K′ is an integration constant and tanh(x) is the hyperbolic tangent function. The void
fraction distribution (Eq. (7.10)) is a function of two constant parameters: the dimensionless
diffusivity D′ and the dimensionless constant K′. A relationship between D′ and K′ is deduced
at the boundary condition C = 0.90 at y′ = 1:

K′ = K ∗ + 1

2 ∗ D′ (7.11)

where K∗ = tanh−1 (
√

0.1) = 0.32745015 . . . If the diffusivity is unknown, it can deduced
from the depth averaged void fraction Cmean defined as:

Cmean =
∫ 1

0
C ∗ dy′ (7.12)

It yields:

Cmean = 2 ∗ D′∗
(

tanh
(

K ∗ + 1

2 ∗ D′

)
− tanh (K ∗ )

)
(7.13)

7.4 ADVECTIVE DIFFUSION OF AIR BUBBLES. ANALYTICAL SOLUTIONS

In turbulent shear flows, the air bubble entrainment processes differ substantially between
singular aeration and interfacial aeration. Singular (local) air entrainment is localised at a
flow discontinuity: e.g., the intersection of the impinging water jet with the receiving body
of water. The air bubbles are entrained locally at the flow singularity: e.g., the toe of a
hydraulic jump (Fig. 7.2). The impingement perimeter is a source of air bubbles as well as
a source of vorticity. Interfacial (continuous) aeration takes place along an air–water free-
surface, usually parallel to the flow direction: e.g., spillway chute flow (Fig. 7.7). Across
the free-surface, air is continuously entrapped and detrained, and the entrained air bubbles
are advected in regions of relatively low shear.

In the following paragraphs, some analytical solutions of Equation (7.4) are developed
for both singular and interfacial air entrainment processes.

7.4.1 Singular aeration

7.4.1.1 Air bubble entrainment at vertical plunging jets

Considering a vertical plunging jet, air bubbles may be entrained at impingement and car-
ried downwards below the pool free surface (Fig. 7.8). This process is called plunging jet
entrainment. In chemical engineering, plunging jets are used to stir chemicals as well as to
increase gas–liquid mass transfer. Plunging jet devices are used also in industrial processes
(e.g. bubble flotation of minerals) while planar plunging jets are observed at dam spillways
and overfall drop structures. A related flow situation is the plunging breaking wave in the
ocean (Fig. 7.3).

The air bubble diffusion at a plunging liquid jet is a form of advective diffusion. For a
small control volume and neglecting the buoyancy effects, the continuity equation for air
bubbles becomes:

div(C �V) = div(Dt∗
−→

grad C) (7.14)
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Figure 7.8. Advection of air bubbles downstream of the impingement of a vertical plunging jet.

In Equation (7.14), the bubble rise velocity term may be neglected because the jet velocity
is much larger than the rise velocity.

For a circular plunging jet, assuming an uniform velocity distribution, for a constant
diffusivity (in the radial direction) independent of the longitudinal location and for a small
control volume delimited by streamlines (i.e. stream tube), Equation (7.14) becomes a simple
advective diffusion equation:

V1

Dt
∗ ∂C
∂x

= 1

r
∗ ∂

∂y

(
y ∗ ∂C

∂y

)
(7.15)

where x is the longitudinal direction, y is the radial distance from the jet centreline, V1 is the
jet impact velocity and the diffusivity term Dt averages the effects of the turbulent diffusion
and of the longitudinal velocity gradient.

The boundary conditions are: C(x< x1, y ≤ d1/2) = 0 and a circular source of total strength
Qair at (x − x1 = 0, y = d1/2) where d1 is the jet diameter at impact (Fig. 7.8). Equation (7.15)
can be solved analytically by applying a superposition method. The general solution of the
advective diffusion equation is:

C = Qair

Qw
∗ 1

4 ∗ D#∗ x − x1

d1/2

∗ exp

⎛
⎜⎜⎜⎝− 1

4 ∗ D#
∗

(
y

d1/2

)2

+ 1

x − x1

d1/2

⎞
⎟⎟⎟⎠ ∗ Io

⎛
⎜⎜⎝ 1

2 ∗ D#
∗

y

d1/2
x − x1

d1/2

⎞
⎟⎟⎠

Circular plunging jet (7.16)
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where Io is the modified Bessel function of the first kind of order zero and D# = Dt/(V1 ∗
d1/2).

For a two-dimensional free-falling jet, the air bubbles are entrapped at the point sources
(x = x1, y = +d1/2) and (x = x1, y = −d1/2). Assuming an uniform velocity distribution, for
a diffusion coefficient independent of the transverse location and for a small control volume
(dx, dy) limited between two streamlines, the continuity equation (Eq. (7.14)) becomes a
two-dimensional diffusion equation:

V1

Dt
∗ ∂C
∂x

= ∂2C

∂y2
(7.17)

where y is the distance normal to the jet centreline (Fig. 7.8). The problem can be
solved by superposing the contribution of each point source. The solution of the diffusion
equation is:

C = 1

2
∗ Qair

Qw
∗ 1√

4 ∗ π ∗ D#∗ x − x1

d1

∗

⎛
⎜⎜⎜⎝exp

⎛
⎜⎜⎜⎝− 1

4 ∗ D#
∗

(
y

d1
− 1

)2

x − x1

d1

⎞
⎟⎟⎟⎠+ exp

⎛
⎜⎜⎜⎝− 1

4 ∗ D#
∗

(
y

d1
+ 1

)2

x − x1

d1

⎞
⎟⎟⎟⎠
⎞
⎟⎟⎟⎠

Two-dimensional plunging jet (7.18)

where Qair is the entrained air flow rate, Qw is the water flow rate, d1 is the jet thickness at
impact, and D# is a dimensionless diffusivity: D# = Dt/(V1 ∗ d1).

Discussion
Equations (7.16) and (7.18) are the exact analytical solutions of the advective diffusion of air
bubbles (Eq. (7.4)). The two-dimensional and axi-symmetrical solutions differ because of
the boundary conditions and of the integration method. Both solutions are three-dimensional
solutions valid in the developing bubbly region and in the fully-aerated flow region. They
were successfully compared with a range of experimental data.

7.4.1.2 Air bubble entrainment in a horizontal hydraulic jump

A hydraulic jump is the sudden transition from a supercritical flow into a slower, subcritical
motion (Fig. 7.9). It is characterised by strong energy dissipation, spray and splashing and
air bubble entrainment. The hydraulic jump is sometimes described as the limiting case of
a horizontal supported plunging jet.

Assuming an uniform velocity distribution, for a constant diffusivity independent of the
longitudinal and transverse location, Equation (7.14) becomes:

V1 ∗ ∂C
∂x

+ ur ∗ ∂C
∂y

= Dt ∗ ∂
2C

∂y2
(7.19)
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Figure 7.9. Advection of air bubbles in a horizontal hydraulic jump.

where V1 is the inflow velocity and the rise velocity is assumed constant. With a change
of variable (X = x − x1 + ur/V1 ∗ y) and assuming ur/V1 << 1, Equation (7.19) becomes a
two-dimensional diffusion equation:

V1

Dt
∗ ∂C
∂X

= ∂2C

∂y2
(7.20)

In a hydraulic jump, the air bubbles are supplied by a point source located at (X = ur/V1 ∗d1,
y = +d1) and the strength of the source is Qair/W where W is the channel width.
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The diffusion equation can be solved by applying the method of images and assuming an
infinitesimally long channel bed. It yields:

C = Qair

QW
∗ 1√

4 ∗ π ∗ D# ∗ X′

∗

⎛
⎜⎜⎜⎝exp

⎛
⎜⎜⎜⎝− 1

4 ∗ D#
∗

(
y

d1
− 1

)2

X′

⎞
⎟⎟⎟⎠+ exp

⎛
⎜⎜⎜⎝− 1

4 ∗ D#
∗

(
y

d1
+ 1

)2

X′

⎞
⎟⎟⎟⎠
⎞
⎟⎟⎟⎠

(7.21)

where d1 is the inflow depth, D# is a dimensionless diffusivity: D# = Dt/(V1 ∗ d1) and:

X′ = X

d1
= x − x1

d1
∗
(

1 + ur

V1
∗ y

x − x1

)

Equation (7.21) is close to Equation (7.18) but the distribution of void fraction is shifted
upwards as a consequence of some buoyancy effect. Further the definition of d1 differs
(Fig. 7.9). In practice, Equation (7.21) provides a good agreement with experimental
data in the advective diffusion region of hydraulic jumps with partially-developed inflow
conditions.

7.4.2 Interfacial aeration

7.4.2.1 Interfacial aeration in a water jet discharging into the atmosphere

High velocity turbulent water jets discharging into the atmosphere are often used in hydraulic
structures to dissipate energy. Typical examples include jet flows downstream of a ski
jump at the toe of a spillway, water jets issued from bottom outlets (Fig. 7.10B) and
flows above a bottom aeration device along a spillway. Other applications include mix-
ing devices in chemical plants and spray devices. High-velocity water jets are used also
for fire-fighting jet cutting (e.g. coal mining), with Pelton turbines and for irrigation
(Fig. 7.10C).

Considering a water jet discharging into air, the pressure distribution is quasi-uniform
across the jet and the buoyancy effect is zero in most cases. For a small control volume, the
advective diffusion equation for air bubbles in a steady flow is :

div(C �V) = div(Dt ∗ −→
grad C) (7.14)

For a circular water jet, the continuity equation for air becomes:

∂

∂x
(C ∗ V1) = 1

y
∗ ∂

∂y

(
Dt ∗ y ∗ ∂C

∂y

)
(7.22)

where x is the longitudinal direction, y is the radial direction, V1 is the jet velocity and Dt
is the turbulent diffusivity in the radial direction.
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Assuming a constant diffusivity Dt in the radial direction, and after separating the
variables, the void fraction:

C = u ∗ exp
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Figure 7.10. Advective dispersion of air bubbles in a turbulent water jet discharging into air.
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(C) Circular water jet (irrigation water canon)—d1 � 0.0275 m, V1 � 22.5 m/s, high-shutter
speed (1/1,000 s)

Figure 7.10. (Continued)

is a solution of the continuity equation provided that u is a function of y only satisfying the
Bessel’s equation of order zero:

∂2u
∂y2

+ 1

y
∗ ∂u
∂y

+ α2
n ∗ u = 0 (7.23)

At each position x, the diffusivity Dt is assumed a constant independent of the transverse
location y. The boundary conditions are C = 0.9 at y =Y90 for x> 0 and C = 0 for x< 0.
An analytical solution is a series of Bessel functions:

C = 0.9 − 1.8

Y90
∗

+∞∑
n=1

Jo(y ∗ αn)

αn ∗ J1(Y90 ∗ αn)
∗ exp

(
− Dt

V1
∗ α2

n ∗ x
)

(7.24)

where Jo is the Bessel function of the first kind of order zero, αn is the positive root of:
Jo(Y90 ∗ αn) = 0, and J1 is the Bessel function of the first kind of order one. Equation
(7.24) was numerically computed by Carslaw and Jaeger (1959) for several values of the
dimensionless diffusivity D′′ = Dt ∗ x/(V1 ∗ Y2

90).
Equation (7.24) is valid close to and away from the jet nozzle. It is a three-dimensional

solution of the diffusion equation that it is valid when the clear water core of the jet disappears
and the jet becomes fully-aerated.

For a two-dimensional water jet, assuming an uniform velocity distribution, and for a
constant diffusivity independent of the longitudinal and transverse location, Equation (7.14)
becomes:

V1 ∗ ∂C
∂x

= Dt ∗ ∂
2C

∂y2
(7.25)

where V1 is the inflow depth. Equation (7.25) is a basic diffusion equation (Crank 1956,
Carslaw and Jaeger 1959).
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The boundary conditions are: lim(C(x> 0, y → + ∞)) = 1 and lim(C(x> 0, y →
−∞)) = 1, where the positive direction for the x- and y-axes is shown on Figure 7.10A.
Note that, at the edge of the free-shear layer, the rapid change of shear stress is dominant.
The effect of the removal of the bottom shear stress is to allow the fluid to accelerate. Further
downstream the acceleration decreases rapidly down to zero.

The analytical solution of Equation (7.25) is:

C = 1

2
∗

⎛
⎜⎜⎝2 + erf

⎛
⎜⎜⎝

y

d1
− 1

2

2 ∗
√

Dt

V1 ∗ d1
∗ x

d1

⎞
⎟⎟⎠+ erf

⎛
⎜⎜⎝

y

d1
+ 1

2

2 ∗
√

Dt

V1 ∗ d1
∗ x

d1

⎞
⎟⎟⎠
⎞
⎟⎟⎠ (7.26)

where d1 is the jet thickness at nozzle, erf is the Gaussian error function, and the diffusivity
Dt averages the effect of the turbulence on the transverse dispersion and of the longi-
tudinal velocity gradient. The boundary conditions imply the existence of a clear-water
region between the air-bubble diffusion layers in the initial jet flow region as sketched in
Figure 7.10A.

The two-dimensional case may be simplified for a two-dimensional free-shear layer: e.g.
an open channel flow taking off a spillway aeration device or a ski jump. The analytical
solution for a free shear layer is:

C = 1

2
∗

⎛
⎜⎜⎝1 + erf

⎛
⎜⎜⎝

y

d1

2 ∗
√

Dt

V1 ∗ d1
∗ x

d1

⎞
⎟⎟⎠
⎞
⎟⎟⎠ (7.27)

where y = 0 at the flow singularity (i.e. nozzle edge) and y> 0 towards the atmosphere.

7.4.3 Discussion

The above expressions (Sections 7.4.1 & 7.4.2) were developed assuming a constant, uniform
air bubble diffusivity. While the analytical solutions are in close agreement with experimen-
tal data (e.g. Chanson 1997; Toombes 2002; Gonzalez 2005; Murzyn et al., 2005), the
distributions of turbulent diffusivity are unlikely to be uniform in complex flow situations.
Two well-documented examples are the skimming flow on a stepped spillway and the flow
downstream of a drop structure (Fig. 7.11).

For a two-dimensional open channel flow, the advective diffusion equation for air bubbles
yields:

∂

∂y′

(
D′ ∗ ∂C

∂y′

)
∗ ∂

∂y′ (C ∗ √
1 − c) (7.7b)

where y′ = y/Y90, Y90 is the characteristic distance where C = 0.90, and D′ = Dt/((ur)Hyd ∗
cos θ∗Y90) is a dimensionless turbulent diffusivity that is the ratio of the air bubble diffusion
coefficient to the rise velocity component normal to the flow direction time the character-
istic transverse dimension of the shear flow. In a skimming flow on a stepped chute (Fig.
7.11A), the flow is extremely turbulent and the air bubble diffusivity distribution may be
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Figure 7.11. Advective dispersion of air bubbles in highly-turbulent open channel flows.

approximated by:

D′ = Do

1 − 2 ∗
(

y′ − 1

3

)2 (7.28)

The integration of the air bubble diffusion equation yields a S-shape void fraction profile:

C = 1 − tan h2

⎛
⎜⎜⎜⎝K′ − y′

2 ∗ Do
+

(
y′ − 1

3

)3

3 ∗ Do

⎞
⎟⎟⎟⎠ (7.29)
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where K′ is an integration constant and Do is a function of the mean void fraction only :

K′ = K∗ + 1

2 ∗ Do
+ 8

81 ∗ Do
with K∗ = 0.32745015 . . . (7.30)

Cmean = 0.7622 ∗ (1.0434 − exp (−3.614 ∗ Do)) (7.31)

Equations (7.28) and (7.29) are sketched in Figure 7.11A. They were found to agree well
with experimental measurements at step edges.

Downstream of a drop structure (Fig. 7.11B), the flow is fragmented, highly aerated and
extremely turbulent. A realistic void fraction distribution model may be developed assuming
a quasi-parabolic bubble diffusivity distribution :

D′ = C ∗ √
1 − C

λ ∗ (K′ − C)
(7.32)

The integration of Equation (7.7b) yields :

C = K′ ∗ (1 − exp (−λ ∗ y′)) (7.33)

where K′ and λ are some dimensionless functions of the mean air content only :

K′ = 0.9

1 − exp (−λ)
(7.34)

Cmean = K′ − 0.9

λ
(7.35)

Equations (7.32) and (7.33) are sketched in Figure 7.11B. In practice, Equation (7.33)
applies to highly-aerated, fragmented flows like the steady flows downstream of drop struc-
tures and spillway bottom aeration devices, and the transition flows on stepped chutes, as
well as the leading edge of unsteady surges. Note that the depth-averaged air content must
satisfy Cmean > 0.45.

7.5 STRUCTURE OF THE BUBBLY FLOW

In Sections 7.3 and 7.4, the advective diffusion equation for air bubbles is developed
and solved in terms of the void fraction. The void fraction is a gross parameter that
does not describe the air–water structures, the bubbly flow turbulence nor the interactions
between entrained bubbles and turbulent shear. Herein recent experimental developments are
discussed in terms of the streamwise flow structure and the air-water time and length scales.

7.5.1 Streamwise particle grouping

With modern phase-detection intrusive probes, the probe output signals provide a complete
characterisation of the streamwise air-water structure at one point. Figure 7.12 illustrates
the operation of such a probe. Figure 7.12B shows two probes in a bubbly flow, while Fig-
ure 7.12A presents the piercing of air bubbles by the probe sensor. Some simple signal
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(Fr1� 7.9, � w* V1*d1/ � w � 9.4 E � 4)—flow from right  to left

Figure 7.12. Phase-detection intrusive probe in turbulent air–water flows.

processing yields the basic statistical moments of air and water chords as well as the
probability distribution functions of the chord sizes.

In turbulent shear flows, the experimental results demonstrated a broad spectrum of
bubble chords. The range of bubble chord lengths extended over several orders of magnitude
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including at low void fractions. The distributions of bubble chords were skewed with a
preponderance of small bubbles relative to the mean. The probability distribution functions
of bubble chords tended to follow a log–normal and gamma distributions. Similar findings
were observed in a variety of flows encompassing hydraulic jumps, plunging jets, dropshaft
flows and high-velocity open channel flows.

In addition of void fraction and bubble chord distributions, some further signal processing
may provide some information on the streamwise structure of the air–water flow including
bubble clustering. A concentration of bubbles within some relatively short intervals of
time may indicate some clustering while it may be instead the consequence of a random
occurrence. The study of particle clustering events is relevant to infer whether the formation
frequency responds to some particular frequencies of the flow. Figure 7.13 illustrates some
occurrence of bubble pairing in the shear layer of a hydraulic jump. The binary pairing
indicator is unity if the water chord time between adjacent bubbles is less than 10% of the
median water chord time. The pattern of vertical lines seen in Figure 7.13 is an indication
of patterns in which bubbles tend to form bubble groups.

0

1

0 5 10 15 20

Time (s)

B
in

ar
y 

p
ai

ri
n

g
 in

d
ic

at
o

r

Figure 7.13. Closely spaced bubble pairs in the developing shear layer of a hydraulic jump—Fr1 = 8.5, ρw∗ V1∗
d1/µw = 9.8 E + 4, x − x1 = 0.4 m, d1 = 0.024 m, y/d1 = 1.33, C = 0.20, F = 158 Hz.

One method is based upon the analysis of the water chord between two adjacent air bubbles
(Fig. 7.12A). If two bubbles are closer than a particular length scale, they can be considered
a group of bubbles. The characteristic water length scale may be related to the water chord
statistics: e.g., a bubble cluster may be defined when the water chord was less than a given
percentage of the mean water chord. Another criterion may be related to the leading bubble
size itself, since bubbles within that distance are in the near-wake of and may be influenced
by the leading particle.

Typical results may include the percentage of bubbles in clusters, the number of clusters
per second, and the average number of bubbles per cluster. Extensive experiments in open
channels, hydraulic jumps and plunging jets suggested that the outcomes were little affected
by the cluster criterion selection. Most results indicated that the streamwise structure of
turbulent flows was characterised by about 10 to 30% of bubbles travelling as parts of a
group/cluster, with a very large majority of clusters comprising of 2 bubbles only. The
experimental experience suggested further that a proper cluster analysis requires a high-
frequency scan rate for a relatively long scan duration. However the analysis is restricted
to the streamwise distribution of bubbles and does not take into account particles travelling
side by side.
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Figure 7.14. Bubble clustering in the bubbly flow region of a hydraulic jump: percentage of bubbles in clusters,
average number of bubbles per cluster and void fraction—Cluster criterion: water chord time <10% median

water chord time—Fr1 = 8.5, ρw∗ V1∗ d1/µw = 9.8 E + 4, x − x1 = 0.3 m, d1 = 0.024 m.

Some typical result is presented in Figure 7.14. Figure 7.14 shows the vertical distribution
of the percentage of bubbles in clusters (lower horizontal axis) and average number of bubbles
per cluster (upper horizontal axis) in the advective diffusion region of a hydraulic jump. The
void fraction distribution is also shown for completeness. The criterion for cluster existence
is a water chord less than 10% of the median water chord. For this example, about 5 to 15%
of all bubbles were part of a cluster structure and the average number of bubbles per cluster
was about 2.1.

For a dispersed phase, a complementary approach is based upon an inter-particle arrival
time analysis. The inter-particle arrival time is defined as the time between the arrival of
two consecutive bubbles recorded by a probe sensor fixed in space (Fig. 7.12A). The distri-
bution of inter-particle arrival times provides some information on the randomness of the
structure. Random dispersed flows are those whose inter-particle arrival time distributions
follow inhomogeneous Poisson statistics assuming non-interacting point particles (Edwards
and Marx 1995a). In other words, an ideal dispersed flow is driven by a superposition of
Poisson processes of bubble sizes, and any deviation from a Poisson process indicates some
unsteadiness and particle clustering.

In practice, the analysis is conducted by breaking down the air–water flow data into nar-
row classes of particles of comparable sizes that are expected to have the same behaviour
(Edwards and Marx 1995b). A simple means consists in dividing the bubble/droplet popula-
tion in terms of the air/water chord time. The inter-particle arrival time analysis may provide
some information on preferential clustering for particular classes of particle sizes.

Some results in terms of inter-particle arrival time distributions are shown in Figure 7.15
for the same flow conditions and at the same cross-section as the data presented in Fig-
ure 7.14. Chi-square values are given in the figure captions. Figure 7.15 presents some
inter-particle arrival time results for two chord time classes of the same sample (0 to 0.5 msec
and 3 to 5 msec). For each class of bubble sizes, a comparison between data and Poisson
distribution gives some information on its randomness. For example, Figure 7.15A shows
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Figure 7.15. Inter-particle arrival time distributions in the bubbly flow region of a hydraulic jump for different
classes of air chord times—Comparison between data and Poisson distribution—Expected deviations from the

Poisson distribution for each sample are shown in dashed lines—Fr1 = 8.5, ρw∗ V1∗ d1/µw = 9.8 E + 4,
x − x1 = 0.3 m, d1 = 0.024 m.

that the data for bubble chord times below 0.5 msec did not experience a random behaviour
because the experimental and theoretical distributions differed substantially in shape. The
second smallest inter-particle time class (0.5–1 msec) had a population that was 2.5 times
the expected value or about 11 standard deviations too large. This indicates that there was
a higher probability of having bubbles with shorter inter-particle arrival times, hence some



186 Fluid Mechanics of Environmental Interfaces

bubble clustering occurred. Simply the smallest class of bubble chord times did not exhibit
the characteristics of a random process.

Altogether both approaches are complementary, although the inter-particle arrival
time analysis may give some greater insight on the range of particle sizes affected by
clustering.

7.5.2 Correlation analyses

When two or more phase detection probe sensors are simultaneously sampled, some correla-
tion analyses may provide additional information on the bubbly flow structure. A well-known
application is the use of dual tip probe to measure the interfacial velocity (Fig. 7.16). With
large void fractions (C> 0.10), a cross-correlation analysis between the two probe sensors
yields the time averaged velocity:

V = �x

T
(7.36)

where T is the air–water interfacial travel time for which the cross-correlation function is
maximum and�x is the longitudinal distance between probe sensors (Fig. 7.16). Turbulence
levels may be further derived from the relative width of the cross-correlation function:

Tu = 0.851 ∗
√
τ2

0.5 − T2
0.5

T
(7.37)

where τ0.5 is the time scale for which the cross-correlation function is half of its max-
imum value such as: Rxy(T + τ0.5) = 0.5∗Rxy(T), Rxy is the normalised cross-correlation
function, and T0.5 is the characteristic time for which the normalised auto-correlation func-
tion equals: Rxx(T0.5) = 0.5 (Fig. 7.16). Physically, a thin narrow cross-correlation function
((τ0.5 −T0.5)/T<< 1) must correspond to little fluctuations in the interfacial velocity, hence
a small turbulence level Tu. While Equation (7.37) is not the true turbulence intensity u′/V,
it is an expression of some turbulence level and average velocity fluctuations.

More generally, when two probe sensors are separated by a transverse or streamwise
distance, their signals may be analysed in terms of the auto-correlation and cross-correlation
functions Rxx and Rxy respectively. Figure 7.12B shows two probe sensors separated by
a transverse distance �z, while Figure 7.16 presents two probe sensors separated by a
streamwise distance �x. Practically the original data set may be segmented because the
periodogram resolution is inversely proportional to the number of samples and it could be
biased with large data sets (Hayes 1996).

Basic correlation analysis results include the maximum cross-correlation coefficient
(Rxy)max, and the integral time scales Txx and Txy where:

Txx =
τ=τ(Rxx=0)∫
τ=0

Rxx(τ) ∗ dτ (7.38)

Txy =
τ=τ(Rxy=0)∫

τ=τ(Rxy=(Rxy)max)

Rxy(τ) ∗ dτ (7.39)
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Figure 7.16. Dual sensor phase detection probe.

where Rxx is the normalised auto-correlation function, τ is the time lag, and Rxy is the
normalised cross-correlation function between the two probe output signals (Fig. 7.16).
The auto-correlation integral time scale Txx represents the integral time scale of the lon-
gitudinal bubbly flow structure. It is a characteristic time of the eddies advecting the
air–water interfaces in the streamwise direction. The cross-correlation time scale Txy is
a characteristic time scale of the vortices with a length scale y advecting the air–water flow
structures. The length scale y may be a transverse separation distance �z or a streamwise
separation �x.

When identical experiments are repeated with different separation distances y (y =�z or
�x), an integral turbulent length scale may be calculated as:

Lxy =
y=y((Rxy)max=0)∫

y=0

(Rxy)max ∗ dy (7.40)

The length scale Lxy represents a measure of the transverse/streamwise length scale of
the large vertical structures advecting air bubbles and air–water packets.
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A turbulence integral time scale is:

T =

y=y((Rxy)max=0)∫
y=0

(Rxy)max ∗ Txy ∗ dy

Lxy
(7.41)

T represents the transverse/streamwise integral time scale of the large eddies advecting
air bubbles.
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Figure 7.17. Dimensionless distributions of auto- and cross-correlation time scales Txx ∗√g/d1 and
Txy ∗√g/d1 (transverse time scale, y =�z = 10.5 mm), and transverse integral turbulent length scale Lxy/d1 in

a hydraulic jump—Fr1 = 7.9, ρw∗V1∗ d1/µw = 9.4 E + 4, x − x1 = 0.1 m, d1 = 0.0245 m.

Figures 7.17 to 7.19 present some experimental results obtained in a hydraulic jump on
a horizontal channel and in a skimming flow on a stepped channel. In both flow situations,
the distributions of integral time scales showed a marked peak for 0.4 ≤ C ≤ 0.6 (Figs.
7.17 and 7.18). Note that Figure 7.17 presents some transverse time scales Txy while Figure
7.18 shows some longitudinal time scales Txy. The distributions of transverse integral length
scales exhibited some marked differences that may reflect the differences in turbulent mixing
and air bubble advection processes between hydraulic jump and skimming flows. In Figure
7.19, the integral turbulent length scale Lxy represents a measure of the transverse size
of large vertical structures advecting air bubbles in the skimming flow regime. The air–
water turbulent length scale is closely related to the characteristic air–water depth Y90: i.e.,
0.05 ≤ Lxy/Y90 ≤ 0.2 (Fig. 7.19). Note that both the integral turbulent length and time scales
were maximum for about C = 0.5 to 0.7 (Figs. 7.18 & 7.19). The finding emphasises the
existence of large-scale turbulent structures in the intermediate zone (0.3<C< 0.7) of the
flow, and it is hypothesised that these large vortices may play a preponderant role in terms
of turbulent dissipation.
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7.6 CONCLUDING REMARKS

In turbulent free-surface flows, the strong interactions between turbulent waters and the
atmosphere may lead to some self-aeration. That is, the entrainment/entrapment of air
bubbles that are advected within the bulk of the flow and give a ‘white’ appearance to
the waters. In Nature, free-surface aerated flows are encountered at waterfalls, in mountain
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Figure 7.20. Dettifoss waterfall, Iceland (Courtesy of Paul Guard)—Fall height: 44 m, chute width: 100 m.

rivers and river rapids, and when wave breaking occurs on the ocean surface. ‘White waters’
provide always spectacular effects (Fig. 7.20). While classical examples include the tidal
bore of the Qiantang river in China, the Zambesi rapids in Africa, and the 980 m high Angel
Falls in South America, ‘white waters’are observed also in smaller streams and torrents. The
rushing waters may become gravitationless in waterfalls, impacting downstream on rocks
and water pools where their impact is often surrounded by splashing, spray and fog (e.g.
Niagara Falls). Man-made self-aeration is also common, ranging from artistic fountains to
engineering and industrial applications.

The entrainment of air bubbles may be localised at a flow discontinuity or continuous
along an air–water free-surface. At a flow singularity, air bubbles are entrained locally at
the impinging point and they are advected in a region of high shear. Interfacial aeration is
the air bubble entrainment process along an air–water interface that is parallel to the flow
direction. A condition for the onset of air bubble entrainment may be expressed in terms of
the tangential Reynolds stress and the fluid properties. With both singular and interfacial
aeration, the void fraction distributions may be modelled by some analytical solutions of
the advective diffusion equation for air bubbles.

The microscopic structure of turbulent bubbly flows is discussed based upon some devel-
opments in metrology and signal processing. The results may provide new information on
the air–water flow structure and the turbulent eddies advecting the bubbles. However the
interactions between entrained air bubbles and turbulence remain a key challenge for the
21st century researchers.
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7.7 MATHEMATICAL AIDS

Definition Expression Remarks

Surface area r1: equatorial
of a spheroid radius, r2:
(radii r1, r2) polar radius.

Oblate spheroid
(r1 > r2).

A = 2 ∗ p ∗ r2
1 + p ∗ r2

2√
1 − r2

2

r2
1

∗ Ln

⎛
⎜⎜⎜⎜⎝

1 +
√

1 − r2
2

r2
1

1 −
√

1 − r2
2

r2
1

⎞
⎟⎟⎟⎟⎠

Prolate spheroid
(r1 < r2).

A = 2 ∗ p ∗ r1 ∗

⎛
⎜⎜⎜⎜⎜⎝r1 + r2 ∗

Arcsin

(√
1 − r2

1

r2
2

)
√

1 − r1
1

r2
2

⎞
⎟⎟⎟⎟⎟⎠

Bessel function also called
of the first modified Bessel
kind of order function of the
zero first kind of

order zero.

Jo(u) = 1 − u2

22
+ u4

22 ∗ 42
− u6

22 ∗ 42 ∗ 62
+ · · ·

Bessel function
of the first kind
of order one

J1(u) = u

2
− u3

22 ∗ 4
+ u5

22 ∗ 42 ∗ 6

− u7

22 ∗ 42 ∗ 62 ∗ 8
+ · · ·

Gaussian also called
error function error function.erf (u) = 2√

p
∗

u∫
0

exp(−t2) ∗ dt

APPENDIX—LIST OF SYMBOLS

List of Symbols

Dimensions
Symbol Definition or Units

A bubble surface area [L2]
C void fraction defined as the volume of air per unit volume

of air and water
Cmean depth-averaged void fraction

(Continued)
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List of Symbols

Dimensions
Symbol Definition or Units

D′ ratio of air bubble diffusion coefficient to rise velocity
component normal to the flow direction time the characteristic
transverse dimension of the shear flow

Dt air bubble turbulent diffusion coefficient [L2 T−1]
D0 dimensionless function of the void fraction
D# dimensionless air bubble turbulent diffusion coefficient
F air bubble count rate defined as the number of bubbles [Hz]

impacting the probe sensor per second
Fr1 inflow Froude number of a hydraulic jump
J0 Bessel function of the first kind of order zero
J1 Bessel function of the first kind of order one
K′ dimensionless integration constant
Lxy integral turbulent length scale [L]
P pressure [N L−2]
Qair entrained air flow rate [L3 ·T−1]
Qwater water discharge [L3 ·T−1]
Rxx normalized auto-correlation function
Rxy normalized cross-correlation function
T air–water interfacial travel time for which Rxy is maximum [T]
T transverse/streamwise turbulent integral time scale [T]
T0.5 characteristic time for which Rxx = 0.5 [T]
Txx auto-correlation integral time scale [T]
Txy cross-correlation integral time scale [T]
Tu turbulence intensity
Ve onset velocity for air entrainment [m s−1]
Vx streamwise velocity [m s−1]
Vy transverse velocity [m s−1]
V1 jet impact velocity or inflow velocity in the hydraulic jump [m s−1]
�V advective velocity vector [m s−1]
Y90 characteristic distance where C = 0.90 [L]
dab air bubble diameter [L]
d1 jet thickness at impact or inflow depth in hydraulic jump [L]
erf Gaussian error function
g gravitational acceleration constant [L T−2]
r radius of sphere [L]
r1 radius of curvature of the free surface deformation [L]
r2 radius of curvature of the free surface deformation [L]
r1 equatorial radius of the ellipsoid [L]
r2 polar radius of the ellipsoid [L]
t time [T]−→ur bubble rise velocity vector [m · s−1]
ur bubble rise velocity [m · s−1]
ur bubble rise velocity in a hydrostatic pressure gradient [m · s−1]
vi turbulent velocity fluctuation in the streamwise direction [m · s−1]

(Continued)
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List of Symbols

Dimensions
Symbol Definition or Units

vj turbulent velocity fluctuation in the normal direction [m · s−1]
x longitudinal/streamwise direction [L]
x1 distance between the gate and the jump toe [L]
y transverse or radial direction [L]
y′ dimensionless transverse or radial direction: y’= y/Y90
z vertical direction positive upward [L]
�x longitudinal distance between probe sensors [L]
�y transverse distance between probe sensors [L]
αn positive root for J0 = (Y90∗αn) = 0
θ angle between the horizontal and the channel invert
λ dimensionless function of the mean air content
µw water dynamic viscosity [M L−1 T−1]
ρw water density [kg m−3]
σ surface tension between air and water [N m−1]
τ time lag [T]
τ0.5 time scale for which Rxy = 0.5∗Rxy(T) [T]
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CHAPTER EIGHT

Transport processes in the
soil-vegetation-lower atmosphere system

Dragutin T. Mihailović
Faculty of Agriculture, University of Novi Sad, Novi Sad, Serbia

ABSTRACT

The interaction of the land surface and the atmosphere may be summarised as follows: inter-
action of vegetation with radiation, evaporation from bare soil, evapotranspiration which
includes transpiration and evaporation of intercepted precipitation and dew, conduction of
soil water through the vegetation layer, vertical movement in the soil, run-off, heat conduc-
tion in the soil, momentum transport, effects of snow presence and freezing or melting of
soil moisture. Consequently, the processes parameterized in the land surface schemes can
be divided into three parts: thermal and hydraulic processes, bare soil transfer processes
and canopy transport processes. The chapter shortly describes these processes through a
land surface scheme capturing the main processes in the soil-vegetation-lower atmosphere
system. The biophysical processes in vegetation are elaborated using so-called “sandwich”
representation where the vegetation is treated as a block of constant-density porous material
“sandwiched” between two constant-stress layers with an upper boundary (the height of the
canopy top) and a lower boundary (the height of the canopy bottom). For description of
the transport processes in the soil, the three-soil layer approach is used. The chapter also
includes a detailed description and explanation of governing equations, the representation
of energy fluxes and radiation, the parameterization of aerodynamic characteristics, resis-
tances and model hydrology. A special attention will be devoted to consideration of “K”-
theory within and above canopy.

8.1 FOREWORD

The land surface is important in atmospheric modelling as it controls a number of key pro-
cesses. The brightness of the surface (its albedo) determines how much of the incoming solar
radiation is absorbed and how much is reflected. The total absorbed radiation is partitioned
by the surface into land-atmosphere fluxes of heat and moisture, and a ground heat flux
which may heat the soil or melt any lying snow. The nature of this partitioning affects the
near surface conditions (for example, freely evaporating surfaces are cooler than dry sur-
faces) and also atmospheric processes such as cumulus convection. Surface flux partitioning
is dependent on both the land cover and its hydrological state.

As experience with numerical modelling of atmospheric processes has progressed over the
decades, the atmospheric modelling community has come to recognise that various aspects
of the atmosphere–ecosystem–ocean system, which once were thought to play a relatively
minor role, are actually very important in atmospheric circulations. Ecosystem, soil pro-
cesses and their effect on the atmosphere are certainly in this category. Most mesoscale and
global atmospheric models of 20 years ago either ignored or treated in an extremely simple
manner interactions of the atmosphere with underlying soil and vegetated surfaces. Now,
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field and modelling studies have demonstrated that these interactions are extremely impor-
tant in both long-term climate simulations and short-term weather forecasting applications
(Dickinson 1995; Pielke et al., 1998). Moreover, recent numerical studies strongly suggest
that land-use change may cause significant weather, climate, and ecosystem change (Chase
et al., 1998; Baron et al., 1998; Stohlgren et al., 1998; Pielke et al., 1999). Because the
role of these interactions has become recognised, parameterizations of vegetation and soil
processes have progressively become more sophisticated over the years in order to treat the
complexities of the physical system. Soil–vegetation–atmosphere transfer (SVAT) schemes
employed in general circulation, mesoscale, and small-scale atmospheric numerical models
have become increasingly sophisticated (Deardorff 1978; Avissar et al., 1985; Dickinson
et al., 1986; Sellers et al., 1986; Noilhan and Planton 1989; Mihailović et al., 1993; Acs
1994; Bosilovich and Sun 1995; Viterbo and Beljaars 1995; Pleim and Xiu 1995; Cox et al.,
1999; Walko et al., 2000; Mihailović et al., 2004). Also, our ability to sense characteristics
of the land surface remotely has improved dramatically, enabling much better data to be
used as inputs to the more sophisticated parameterizations (Loveland et al., 1991; Lee et al.,
1995).

The Land Air Parameterization Scheme (LAPS) is one such SVAT scheme that has been
developed at University of Novi Sad to be a component of any environmental model for
agricultural purposes. The current version of LAPS is a representation of surface features
that include vegetation, soil, lakes and oceans, and their influence on each other and on
the atmosphere. LAPS includes prognostic equations for soil temperature and moisture for
multiple layers, vegetation temperature, and surface water including dew and intercepted
rainfall, and temperature and water vapour mixing ratio of canopy air. Exchange terms in
these prognostic equations include turbulent exchange, heat conduction, and water diffusion
and percolation in the soil, long-wave and short-wave radiative transfer, transpiration, and
precipitation. This chapter provides a description of the current version of LAPS.

8.2 SCHEME STRUCTURE AND BASIC EQUATIONS

The net radiation absorbed by the canopy and soil is assumed to be partitioned into sensible
heat, latent heat, and storage terms, as

Rng = λEg + Hg + Cg
∂Tg

∂t
(8.1)

Rnf = λEf + Hf + Cf
∂Tf

∂t
(8.2)

where Rn is absorbed net radiation [MT−3], λ is latent heat of vaporisation [L2T−2], E
is evapotranspiration rate [ML−2T−1], H is sensible heat flux [MT−3], C is heat capacity
[Mθ−1T−2], T is surface (canopy or soil) temperature [θ]. The subscripts f , g refer to the
canopy and soil respectively. The deep soil temperature [θ], Td , is calculated from the
equation (Mihailović et al., 1999)

Rng = λEg + Hg + √
365π

Cg

2

∂Td

∂t
(8.3)

The prognostic equations for the water stored on the canopy [L], wf , is

∂wf

∂t
= Pf − Ewf /ρ (8.4)
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where ρ is water density [ML−3], Pf is water amount retained on the canopy [LT−1], Ewf

the evaporation rate of water from the wetted fraction of canopy [ML−2T−1]. When the con-
ditions for dew formation are satisfied, the condensed moisture is added to the interception
store, wf . The parameterization of the soil content is based on the concept of the three-layer
model (Mihailović, 1996). The governing equations take the form

∂ϑ1

∂t
= 1

D1

{
P1 − F1,2 − Eg + Etf ,1

ρ
− R0 − R1

}
(8.5)

∂ϑ2

∂t
= 1

D2

{
F1,2 − F2,3 − Etf ,2

ρ
− R2

}
(8.6)

∂ϑ3

∂t
= 1

D3
{F2,3 − F3 − R3} (8.7)

where ϑi is volumetric soil water content [L3L−3] in the ith layer, P1 is infiltration rate of
precipitation into the upper soil moisture store [LT−1]; Di is thickness of the ith soil layer
[L], Fi,i+1 is water flux between i and i+1 soil layer [LT−1], F3 is gravitational drainage flux
from recharge soil water store [LT−1], Etf ,1 and Etf ,2 are canopy extraction of soil moisture
by transpiration from the rooted first and second soil layers [ML−2T−1] respectively; R0 is
surface run-off [LT−1]; and Ri is subsurface run-off from the ith soil layer [LT−1].

Eqs. (8.1)–(8.3) are solved using an implicit backward method, i.e.,

T n+1
g = T n

g +

n

f

(
∂
g

∂Tf

)n

+ 
n
g

[
Cf

�t
−
(
∂
f

∂Tf

)n]
(
∂
f

∂Tg

)n (
∂
g

∂Tf

)n

−
[

Cf

�t
−
(
∂
f

∂Tf

)n][Cg

�t
−
(
∂
g

∂Tg

)n] (8.8)

T n+1
f = T n

f +

n

g

(
∂
g

∂Tf

)n

+ 
n
f

[
Cg

�t
−
(
∂
g

∂Tg

)n]
(
∂
f

∂Tg

)n (
∂
g

∂Tf

)n

−
[

Cf

�t
−
(
∂
f

∂Tf

)n][Cg

�t
−
(
∂
g
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)n] (8.9)

T n+1
d = T n

d + 
g√
365π

2� t
Cg −

(
∂
g

∂Td

) (8.10)

where: 
f = Rnf − λEf − Hf , 
g = Rng − λEg − Hg , and �t is time step. Eqs. (8.4)–(8.6)
are solved using an explicit time scheme.

8.3 REPRESENTATION OF ENERGY FLUXES

Our treatment of the energy fluxes may be classified as the so-called “resistance” repre-
sentation. Schematic diagram of the Land–Air Parameterization Scheme (LAPS) is shown
in Fig. 8.1. The transfer pathways for latent sensible heat fluxes are shown on the left- and
right-hand sides of the diagram respectively. The fluxes of sensible and latent heat from
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Figure 8.1. Schematic diagram of the Land–Air Parameterization Scheme (LAPS). The transfer pathways for
latent sensible heat fluxes are shown on the left- and right-hand sides of the diagram respectively.

the soil and canopy are represented by electrical analogue models in which the fluxes are
proportional to potential differences (in temperature or vapour pressure) and inversely pro-
portional to resistances, which are equivalent to the inverse integrals of conductances over
a specified length scale. The fluxes in Eqs. (8.1)–(8.3) are parameterized as follows.

The latent heat flux from canopy vegetation to canopy air space is given by

λEf = ρpcp

γ
[e∗(Tf ) − ea]

(
ww

r̄b
+ 1 − ww

r̄b + r̄c

)
, (8.11)

where ρp, cp are the density and specific heat of air [ML−3, L2T−2θ−1], γ is the psychro-
metric constant ×102 [ML−1T−2θ−1], e∗(Tf ) is saturated vapour pressure at temperature
Tf × 102[ML−1T−2]; ea is canopy air space vapour pressure [ML−1T−2], ww is wetted frac-
tion of canopy, rb is bulk canopy boundary layer resistance [TL−1] and rc is bulk canopy
stomatal resistance [TL−1].

The evaporation rate Ewf from the wetted portion of canopy, with wetted fractions denoted
by wwaccording to Eq. (8.11) is

λEwf = ρpcp

γ
[e∗(Tf ) − ea]

ww

rb
. (8.12)
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The fraction of the foliage that is wet, ww, is parameterized according to Deardorff (1978).
Transpiration occurs only from dry leaf and it is only outwards. This physiological process
is parameterized with the equation

λEtf = ρpcp

γ
[e∗(Tf ) − ea]

1 − ww

rb + rc
(8.13)

where Etf is the transpiration rate from foliage [ML−2T−1]. Dew formation occurs when
e∗(Tf ) ≤ ea. In that case the condensed moisture is added to the surface interception store,
wf . The transpiration rate is zero under this condition.

The latent heat flux from soil surface is parameterized as

λEg = ρpcp

γ

αse∗(Tg) − ea

rsurf + rd
(1 − σc) (8.14)

where αs is a factor to correct for soil dryness (Mihailović et al., 1995), e∗(Tg) is saturated
vapour pressure at temperature Tg [ML−1T−2]; rsurf is soil surface resistance [TL−1], rd

is aerodynamic resistance between soil surface and canopy air space [TL−1], and σc is
vegetation cover in fractional units.

The sensible heat fluxes from canopy, Hf , and soil surface Hg are parameterized as

Hf = 2(Tf − Ta)

rb
ρpcp (8.15)

Hg = (Tg − Ta)

rd
ρpcp (8.16)

where Ta is canopy air space temperature [θ].
Air within the canopy has negligible heat capacity, so the sensible heat flux from the

canopy, Hf , and from the soil surface, Hg , must be balanced by the sensible heat flux to the
atmosphere, Ht

Ht = Hg + Hf = (Ta − Tr)

ra
ρpcp (8.17)

where ra is aerodynamic resistance [TL−1], and Tr is air temperature at the reference height
zr[θ]. Similarly the canopy air is assumed to have zero capacity for water storage so that
the latent heat flux from canopy air space to reference height in the atmospheric boundary
layer, λEt , balances the latent heat flux from canopy vegetation to canopy air space, λEf ,
and the latent heat flux from soil surface to the canopy air space, λEg

λEt = λEg + λEf = ρpcp

γ

(ea − er)

ra
(8.18)

where er is vapour pressure of the air at reference height [ML−1T−2] within the atmospheric
boundary layer. The canopy air space temperature, Ta, and canopy air space vapour pressure,
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ea, are determined diagnostically from Eqs. (8.17) and (8.18), i.e.,

Ta =
2Tf

rb
+ Tg

rd
+ Tr

ra

2

rb
+ 1

rd
+ 1

ra

(8.19)

and

ea =
1

ra
+ αse∗(Tg)(1 − σc)

rsurf + rd
+ e∗(Tf )

[
ww

rb
+ 1 − ww

rb + rc

]
1

ra
+ 1 − σc

rsurf + rd
+
[

ww

rb
+ 1 − ww

rb + rc

] (8.20)

8.4 PARAMETERIZATION OF RADIATION

The net radiation absorbed by the canopy, Rnf , and the soil surface, Rng , [MT−3] is calculated
as a sum of short- and long wave radiative flux,

Rnf = Rs
f + Rl

f (8.21)

and

Rng = Rs
g + Rl

g (8.22)

The short-wave radiation absorbed by the canopy, Rs
f , and the soil surface, Rs

g , [MT−3] is

Rs
f = Rs

o(σf − αf )[1 + (1 − σf )αg] (8.23)

and

Rs
g = Rs

o(1 − σf )(1 + αg + αf αg) (8.24)

where Rs
o is incident downward-directed short-wave flux [MT−3], assumed to be known as

the forcing variable, σf is the fractional cover of vegetation and αg and αf are soil-surface
albedo and canopy albedo respectively. The variability of ground albedo with soil wetness is
parameterized in accordance with Idso et al. (1975). There is no distinction between direct
and diffuse radiation and it is assumed that albedo does not vary with zenith angle. Both
short-wave and long-wave radiation are reflected once between the soil surface and canopy.

The long-wave radiative fluxes absorbed by the canopy, Rl
f , and the soil surface, Rl

g ,
[MT−3] are

Rl
f = Rl

oσf εf − 2σf εf σB + σf εf [Rl
oσB(1 − εf )T 4

f + εgσBT 4
g ] (8.25)



Transport Processes in the Soil-Vegetation-Lower Atmosphere System 205

and

Rl
g = εg[Rl

o(1 − σf ) + εf σf σBT 4
f + σf εg(1 − εf )σBT 4

g − σBT 4
g ] (8.26)

where σB is the Stefan-Boltzman constant [MT−3θ−4], εf and εg are emissivities of the
canopy and the soil surface respectively, and Rl

o the incident downward long-wave radiation
prescribed as the forcing variable.

8.5 PARAMETERIZATION OF RESISTANCES

8.5.1 Aerodynamic resistances

The aerodynamic resistances ra, rb and rd are described as

ra =
H∫

ha

1

Ks
dz +

zr∫
H

1

Ks
dz, (8.27)

rd =
h∫

zg

1

Ks
dz +

ha∫
h

1

Ks
dz, (8.28)

1

rb
=

H∫
ha

Ld

√
u(z)

CsPs
dz, (8.29)

where H is the canopy height [L]; Ks is turbulent transfer coefficient within and above
the canopy [L2T−1] in the intervals (ha, H ) and (H , zr) respectively; zg is effective ground
roughness length [L]; h[L] is the canopy bottom height (the height of the base of the canopy,
see Fig. 8.2); Ld is the area-averaged stem and leaf area density (also called canopy density),
which is related to leaf area index (LAI ) as LAI = Ld(H − h); u(h) is the wind speed; Cs
the transfer coefficient [L−1/2T1/2] and Ps the leaf shelter factor. According to Sellers et al.
(1986), the position of the canopy source height, ha, can be estimated by obtaining the centre
of gravity of the 1/rb integral. Thus,

ha∫
h

Ld

rb
dz =

H∫
ha

Ld

rb
dz = 1

2

H∫
h

Ld

rb
dz = 1

2rb
. (8.30)

We may obtain ha by successive estimations until the foregoing equality is reached.
The wind speed above the canopy u(z) is considered as

u(z) = u∗
κ

[
ln

z − d

z0
− ψm(z/L)

]
, (8.31)

where u∗ is friction velocity [LT−1]; κ is the von Karman constant, z0 roughness length
over the non-vegetated surface, ψm(z/L) the stability function for momentum and L
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Figure 8.2. Calculated values of the canopy bottom height (h) as a function of the canopy height (H ) for tall
grass vegetation. The fitting curve is drawn using data from Dubov et al. (1978), Sellers and Dorman (1987),

Mihailović and Kallos (1997), and Mihailović et al. (2000).

Monin-Obuhkov length. The function ψm(z/L) is given for stable conditions (z/L> 0) by
4.7z/L and for unstable (z/L< 0) by

ψm(z/L) = −2 ln
[

(1 + x)

2

]
− ln

[
(1 + x2)

2

]
+ 2 tan−1 (x) − π

2
(8.32)

where x = [1 − 15z/L]1/4 (Paulson, 1970). For wind profile within short- and tall-grass
canopies we used a form that approximates the wind profile within the tall-grass canopy
fairly well (Brunet et al., 1994; Mihailović et al., 2004), i.e.,

u(z) = u(H ) exp
[
−1

2
β
(

1 − z

H

)]
, (8.33)

where u(H ) is the wind speed at the canopy height [LT−1]; and β is extinction parameter
defined as

β2 = 2CdLd(H − h)H

σ
. (8.34)

According to Mihailović et al. (2004), the value of the scaling length, σ, is defined as

σ = 2C2
dgH

CdLd(H − h)
, (8.35)

where Cdg is the leaf drag coefficient estimated from the size of the roughness elements of
the ground (Sellers et al., 1986), i.e.,

Cdg = κ2[
ln

h

zg

]2 . (8.36)
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In Eq. (8.23) zg is the effective roughness length. Beneath the canopy bottom height the
wind speed follows a classical logarithmic profile in the form

u(z) =
u(H ) exp

[
−1

2
β

(
1 − h

H

)]

ln
h

zg

ln
z

zg
. (8.37)

Bearing in mind the aforementioned parameterization, the three aerodynamic resistances,
ra, rb, and rd , and the canopy bottom height ha are calculated following Mihailović et al.
(2004)

ra = 1

u∗

⎧⎪⎪⎨
⎪⎪⎩

2κH

σβ ln
H − d

z0

[
exp
[

1

2
β

(
1 − ha

H

)]
− 1

]
+ 1

k
ln

zr − d

H − d

⎫⎪⎪⎬
⎪⎪⎭, (8.38)

rb = 1√
u∗

βCsPs

√
k

4HLd

√
ln

H − d

z0

[
1 − exp

[
−1

4
β

(
1 − ha

H

)]] , (8.39)

rd = 1

u∗

⎧⎪⎪⎨
⎪⎪⎩

2κH

σβ ln
H − d

z0

[
exp
[

1

2
β

(
1 − h

H

)]
− exp

[
1

2
β

(
1 − ha

H

)]
− 1

]

+
exp
[

1

2
β

(
1 − h

H

)]

κ ln
H − d

z0

ln2 h

zg

⎫⎪⎪⎬
⎪⎪⎭, (8.40)

ha = H

⎧⎪⎪⎨
⎪⎪⎩1 + 4

β
ln

1 + 2 exp
[
−1

4
β

(
1 − h

H

)]
3

⎫⎪⎪⎬
⎪⎪⎭. (8.41)

For the forest canopy the wind profile is calculated from the differential equation (Mihailović
et al., 2004)

d

dz

(
Ks

du

dz

)
= σc

CdLd(H − h)

H
u2 (8.42)
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describing the wind profile within a canopy architecture that is considered as a block of
constant-density porous material placed between two heights, H and h (Sellers et al., 1986;
Mihailović and Kallos 1997). In this equation z is the vertical coordinate. In the case of dense
vegetation (σc = 1), Eq. (8.42) reduces to the well-known equation for the dense vegetation.
Otherwise, when σc = 0, Eq. (8.42) leads, by a proper choice of integration constant, to the
wind profile over a bare soil. We can use Eq. (8.42) for calculating the wind speed within
a vegetation canopy after we assume a functional form of Ks as it usually done. However,
inadequacy of this approach lies in the fact that the behaviour of Ks must be given a priori,
i.e. presupposed by experience (Mihailović et al., 2006). After taking the derivative of
Eq. (8.42) over z, we obtain a differential equation of the first order and first degree, where
Ks is an unknown function, i.e.,

du

dz

dKs

dz
+ d2u

dz2
Ks = σc

CdLd(H − h)

H
u2. (8.43)

Solution to this equation can be found if the wind speed is treated as a linear combination of
two terms, expressing behaviour of the wind speed over dense and sparse vegetation. Thus,

u(z) = σcu(H ) exp
[
−1

2
α
(

1 − z

H

)]
+ (1 − σc)

u∗
κ

[
ln

z

zb
− ψm(z/L)

]
, (8.44)

where α is an unknown constant to be determined, u(H ) the wind speed at the canopy height,
u∗ the friction velocity, k the von Karman constant, zb the roughness length over the non-
vegetated surface, ψm(z/L) the stability function and L Monin-Obuhkov length (Paulson,
1970). The function ψm(z/L) is given for stable conditions (z/L> 0) by ψm(z/L) = 4.7z/L
and for unstable (z/L< 0) by

ψm(z/L) = −2 ln
[
(1 + x)

2

]
− ln

[(
1 + x2

)
2

]
+ 2 tan−1 (x) − π

2
(8.45)

where x = [1 − 15z/L]1/4. The first term in the expression (8.44) is used to approximate the
wind profile within the vegetation canopy (Brunet et al., 1994; Mihailović et al., 2004),
while the second term simulates the shape of wind profile above bare soil. After we introduce
(8.44) into Eq. (8.43), and rearrange, we reach

dKm

dz
+ a(z)Km = b(z), (8.46)

where

a(z) =
1

4H 2
α2σcu(H )e

− 1
2 α
(

1− z
hc

)
+ (1 − σc)

u∗
κ

[
− 1

z2
+ ψ′′

m(z/L)
]

1

2H
ασcu(H )e

− 1
2 α
(

1− z
hc

)
+ (1 − σc)

u∗
κ

[
1

z
+ ψ′

m(z/L)
] (8.47)
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and

b(z) =
[
σcu(H )e

− 1
2 α
(

1− z
hc

)
+ (1 − σc)

u∗
κ

[
ln

z

zb
+ ψm(z/L)

]]2

×
σc

CdLd(H − h)

H
1

2H
ασcu(H )e

− 1
2 α
(

1− z
hc

)
+ (1 − σc)

u∗
κ

[
1

z
+ ψ

′
m (z/L)

] , (8.48)

with ψ′
m(z/L) = dψm(z/L)/dz and ψ′′

m(z/L) = d2ψm(z/L)/dz2.
It is interesting to analyse the nature of the solution, Ks, of the Eq. (8.46) with the

initial condition defined as Ks(zI ) = K0
s > 0, where zI is some certain height within the

canopy: (i) the solution is unique and defined over the interval [zI , ∞), that follows from the
fact that the functions a(z) and b(z) are defined and continuous over the interval indicated;
(ii) the solution is positive, that comes from the analysis of the field of directions of the given
equation or more precisely due to b(z)> 0 and (iii) the solution is stable that can be seen from
the following analysis. When z → ∞ we have a(z) ≈α/(2H ) and b(z) ≈ B exp [αz/(2H )].
Now, Eq. (8.46) takes the form

dKc

dz
+ α

2H
Kc = Be

αz
2hc , (8.49)

where

B = 2σ2
c u2(H )CdLd(H − h)

αH
. (8.50)

The particular solution of this equation has the form A exp [αz/(2H )], where A is a constant,
which can be obtained after substituting the particular solution in Eq. (8.49). If we follow
this procedure we get A = BH/α. So, in this case, i.e., z → ∞, the solution of Eq. (8.49)
is asymptotically stable, it behaves as A exp [αz/(2H )] for any given A. For the fixed α,
Eq. (8.49) can be solved using the finite-difference scheme

Kn−1
m = Kn

m −�z
{
bn(z) − an(z)Kn

m

}
, (8.51)

where n is the number of the spatial step in the numerical calculating on the interval [H , h],
while �z is the grid size defined as �z = (H − h)/N , where N is a number indicating an
upper limit in number of grid size used. The calculation of the turbulent transfer coefficient
for momentum starts from the canopy top with a boundary condition defined as

KN
s (hc) = κ2u(hc)

⎡
⎢⎢⎣σc(hc − d)

ln
hc − d

z0

+ (1 − σc)hc

ln
hc

zb

⎤
⎥⎥⎦ (8.52)

where d is the displacement height while z0 is the canopy roughness length calculated
according to Mihailović et al. (1999). The procedure then goes backwards down to the
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canopy bottom height, h, which is defined according to Mihailović et al. (2004). To obtain
parameter α we use an iterative procedure that does not end until the condition

∣∣∣∣∣
N∑

i=1

um+1
i −

N∑
i=1

um
i

∣∣∣∣∣ < µ (8.53)

is reached, where m is a number of iteration whileµ is less then 0.001. Having this parameter
we can calculate the wind profile on the interval [H , h] according to Eq. (8.43). Beneath
the canopy bottom height, the wind profile has the logarithmic shape (Sellers et al., 1986;
Mihailović et al., 2004), i.e.,

u(z) = u(H )

⎡
⎢⎢⎣σce

− 1
2 α
(

1− h
H

)

ln
h

zb

+ 1 − σc

ln
H

zb

⎤
⎥⎥⎦ ln

z

zb
. (8.54)

8.5.2 Surface, root and plant resistances

The resistances to the transport of water vapour from within the canopy and upper soil
layer to the adjacent exterior air are defined as the bulk canopy stomatal resistance, rc, and
soil surface resistance, rsurf , respectively. Combining dependence of rc on solar radiation,
air temperature, atmospheric water vapour pressure deficit and water stress (Jarvis, 1976;
Dickinson et al., 1986) is parameterized as

rc = rs min

LAI

1 + 1.1
〈
Ff
〉

R0LAI
1.1
〈
Ff
〉

R0LAI
+ rs min

rs max

[1.0 − 0.0016(298 − Tr)2]
−1

{1 − η[e∗(Tf ) − er]}−1�−1
2 (8.55)

where rs min, rs max are the minimum and maximum of stomatal resistance [TL−1]; R0 is limit
value of 100 [MT−3] for canopies; and η the canopy-dependent empirical parameter that
is equal to 0.025 × 102[M−1LT2]. In this model the value of 5000 [TL−1] for rsmax is used.
The factor �2 takes into account the effect of water stress on the stomatal resistance and is
parameterized following Mihailović and Kallos (1997), i.e.

�2 =

⎧⎪⎪⎨
⎪⎪⎩1 −

1 ϑa > ϑfc(
ϑwil

ϑa

)1.5

ϑwil ≤ ϑa ≤ ϑfc

0 ϑa < ϑwil

(8.56)

whereϑa is the mean volumetric soil water content in the first and second soil layers [L3L−3];
ϑwil is volumetric soil water content at wilting point [L3L−3]; and ϑfc volumetric soil water
content at field capacity [L3L−3].
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The soil surface resistance, rsurf , is parameterized using the empirical expression given
by Sun (1982), i.e.,

rsurf = d1 + d2〈ϑ1〉−d3 (8.57)

where d1, d2 [TL−1] and d3 are empirical constants (Mihailović, 2003) , while ϑ1 is the top
layer volumetric soil water content [L3L−3].

The leaf water potential ψl [L] describing the water transfer pathway from root zone to
leaf is calculated following Van der Honert (1948),

ψl = ψr − zt − Etf (rplant + rsoil)

ρ
(8.58)

where ψr is soil moisture potential in the root zone [L], zt is height of the transpiration
source [L] that is equal to canopy source height, rplant is plant resistance [T] imposed by the
plant vascular system prescribed as a variable (Mihailović, 2003), rsoil is resistance of the
soil and root system [T], and ρ is water density [ML−3].

The soil water potential in the root zone, ψr , is parameterized as an average term obtained
by summing the weighted soil water potentials of the soil layers from the surface to the
rooting depth [L], zd , i.e.

ψr =

zd∑
0
ψiDi

zd
(8.59)

where ψi is soil water potential of the ith soil layer [L]. The soil water potential [L], ψi, is
parameterised as it is usually done, after Clapp and Hornberger (1978),

ψi = ψs

(
ϑi

ϑs

)−B

(8.60)

where ψs is soil water potential at saturation [L], ϑi is volumetric soil moisture content of
the ith soil layer [L3L−3], ϑs is its value at saturation while B is soil type constant. The
depth-averaged resistance rsoil to water flow from soil to roots, is parameterized according
to Federer (1979)

rsoil = zd

(
Rr

Dd
+ αj

Kr

)
(8.61)

where αj is parameterized as

αj =

{
Vr − 3 − 2 ln

[
Vr

1 − Vr

]}
8πDd

(8.62)

where Rr is resistance per unit root length [TL−1], Dd is root density [L3L−3], Vr is volume
of root per unit volume of soil [L3L−3], and Kr is mean soil hydraulic conductivity in the
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Figure 8.3. Schematic diagram of hydrology in the Land–Air Parameterization Scheme (LAPS).

root zone [LT−1] expressed as function of ψr

Kr = Kc

(
ψs

ψr

) 2B+3
B

(8.63)

where Kc is saturated hydraulic conductivity [LT−1].

8.6 PARAMETERIZATION OF HYDROLOGY

Moving from top to bottom of the soil water column, the LAPS has the three layers
(Fig. 8.3). The governing equations for the three volumetric soil moisture content are
given by Eqs. (8.5)–(8.7). The precipitation P1 that infiltrates into the top soil layer is
given by

P1 =
{

min(P0, Ks) ϑ1 < ϑs

0 ϑ1 < ϑs
(8.64)

where P0 is effective precipitation rate [LT−1] on the soil surface given by

P0 = P − (Pf − Df ), (8.65)

P is precipitation rate above the canopy [LT−1], Pf is rate of interception (inflow) for the
canopy [LT−1], and Df is rate of drainage of water stored on the vegetation (outflow) for
the canopy [LT−1]. Pf is given by

Pf = P(1 − e−µ)σc (8.66)

where µ is a constant depending on the leaf area index. It is assumed that the interception,
if the rainfall can be considered via the expression describing the exponential attenuation
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(Sellers et al., 1986), Df is given by

Df =
{

0 wf < wmax

Pf wf < wmax
(8.67)

The transfer of water between adjacent layers Fi,i+1 [LT−1] is given by

Fi,i+1 = Kef

[
2
ψi − ψi+1

Di − Di+1

]
+ 1 (8.68)

where ψi is soil moisture potential [L] of the ith layer, obtained by Eq. (8.60), and Kef is
effective hydraulic conductivity [LT−1] between soil layers given by

Kef = DiKi − Di+1Ki+1

Di + Di+1
. (8.69)

In Eq. (8.69) Ki is hydraulic conductivity [LT−1] of the ith soil layer determined by the
empirical formula

Ki = Ksi

(
ϑi

ϑs

)2B+3

(8.70)

where Ksi is hydraulic conductivity at saturation [LT−1] of the ith soil layer. The gravitational
drainage from the bottom soil layer is defined by

F3 = Ksi

(
ϑ3

ϑs

)2B+3

sin (x) (8.71)

while x is mean slope angle (Sellers et al., 1986; Abramopoulos et al., 1988). The schematic
diagram representing the drainage and run-off in the LAPS is shown in Fig. 8.3. The surface
run-off R0[LT−1] is computed as

R0 = P1 − min(P1, Ks). (8.72)

The subsurface run-off Ri[LT−1] is calculated for each soil layer using the expressions

R1 = F1,2 − min(F1,2, Ks) (8.73)

R2 = F2,3 − min(F2,3, Ks) (8.74)

R3 = F3 − min(F3, Ks). (8.75)

At the end of the time step, �t, the value 
i is calculated as


i = Di

�t
[ϑk

i + Ai�t − ϑfc] (8.76)

where ϑk
i is the volumetric soil moisture content at the beginning of k time step while Ai

representing the terms on the right side of Eqs. (8.5)–(8.7). If the condition
i > 0 is satisfied
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i becomes run-off, which is added to corresponding subsurface run-off Ri. Consequently,
at the end of the time step, the calculated value of the volumetric soil moisture content ϑk+1

i
takes the value ϑfc.

8.7 CONCLUDING REMARKS

In this chapter is given a detailed description of parameterization of the transport processes
in soil-vegetation-lower atmosphere system by LAPS scheme. In designing this scheme,
an effort is invested for finding a compromise between an accurate description of the main
physical processes and the resolution of the number of prescribed input parameters. Land
surface schemes such as LAPS aim to simulate the surface flux partitioning using an Ohm’s
law analogue in which surface to atmosphere fluxes are proportional to a potential difference
and inversely proportional to a resistance. For sensible heat, the potential difference is the
surface temperature minus the atmospheric temperature. The resistance is purely aerody-
namic, and depends on the roughness of the surface, the wind speed and the atmospheric
stability. For the latent heat flux the potential difference is taken as the saturated water
vapour pressure at the surface temperature minus the atmospheric vapour pressure at the
reference level, and the resistance depends on which moisture store is being depleted.

The hydrological state of the land surface is defined in terms of the vertical profile of
soil moisture and the water lying on plant leaves or puddled on the soil surface. Evaporation
from the canopy is subject to the same aerodynamic resistance as the sensible heat flux.
However, evaporation from the soil and transpiration through plants is subject to an additional
surface resistance. For bare soil this is related to the requirement for moisture to diffuse to
the soil surface before it can evaporate. For vegetated surfaces the additional resistance
represents the control that “stomata” exert over transpiration. They are open and closed in
response to changes in solar radiation, temperature or soil moisture. The soil moisture that
the vegetation can access for transpiration depends on the root depth and the vertical profile
of soil moisture. In its configuration, LAPS updates the soil moisture in three vertical layers.
The other key changes in LAPS relate directly to the surface energy balance depending on soil
surface, canopy temperatures and canopy air space temperatures. The surface temperatures
are calculated from the energy balance equations for bare soil and canopy surfaces, while
the canopy air space temperature is calculated diagnostically from the sensible heat flux to
the atmosphere balancing the sensible heat flux from the canopy and from the soil surface.

APPENDIX—LIST OF SYMBOLS

List of Symbols

Symbol Definition Dimensions or Units

C heat capacity [J kg−1 K−1]
Cs transfer coefficient [m−1/2 s1/2]
Dd root density [m3 m−3]
Df rate of drainage of water stored on the [ms−1]

vegetation (outflow) for the canopy
Di thickness of the ith soil layer [m]
E evapotranspiration rate [kg m−2 s −1]
Fi,i+1 water flux between i and i + 1 soil layer [ms−1]

(Continued)
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List of Symbols

Symbol Definition Dimensions or Units

Etf transpiration rate from foliage [kg m−2 s−1]
Etf ,1 canopy extraction of soil moisture by [kg m−2 s−1]

transpiration from the rooted first soil layer
Etf ,2 canopy extraction of soil moisture by [kg m−2 s−1]

transpiration from the rooted second soil layer
Ewf evaporation rate of water from the [kg m−2 s−1]

wetted fraction of canopy
F3 gravitational drainage flux from recharge [ms−1]

soil water store
H canopy height [m]
Hf , Hg canopy and soil sensible heat flux respectively [W m−2]
Kc saturated hydraulic conductivity [ms−1]
Kef effective hydraulic conductivity [ms−1]
Ki hydraulic conductivity [ms−1]
Kr mean soil hydraulic conductivity in the root zone [ms−1]
Ks turbulent transfer coefficient within and [m2 s−1]

above the canopy
Ksi hydraulic conductivity at saturation [ms−1]
P precipitation rate above the canopy [ms−1]
P0 effective precipitation rate [ms−1]
Pf water amount retained on the canopy [ms−1]
P1 infiltration rate of precipitation into the [ms−1]

upper soil moisture store
R0 surface run-off [ms−1]
Ri subsurface run-off from the ith soil layer [ms−1]
Rl

f long-wave radiative fluxes absorbed [W m−2]
by the canopy

Rl
g long-wave radiative fluxes absorbed by [W m−2]

the soil surface
Rn absorbed net radiation [W m−2]
Rn f net radiation absorbed by the canopy [W m−2]
Rng net radiation absorbed by the soil surface [W m−2]
Rs

f short-wave radiation absorbed by the canopy [W m−2]
Rs

g short-wave radiation absorbed by the soil surface [W m−2]
Rs

o incident downward-directed short-wave flux [W m−2]
Rr resistance per unit root length [s m−1]
T surface (canopy or soil) temperature [K]
Ta canopy air space temperature [K]
Td the deep soil temperature [K]
Tf surface canopy temperature [K]
Tg surface soil temperature [K]
Tr air temperature at the reference height zr [K]
Vr volume of root per unit volume of soil [m3 m−3]
a(z), b(z) functions of the vertical coordinate z

(Continued)
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List of Symbols

Symbol Definition Dimensions or Units

cp specific heat of air [J kg−1 K−1]
d the displacement height [m]
d1, d2, d3 empirical constants [s m−1]
e∗(Tf ) saturated vapour pressure at temperature Tf [ Pa]
e∗(Tg) saturated vapour pressure at temperature Tg [Pa]
ea canopy air space vapour pressure [Pa]
er vapour pressure of the air at reference height [Pa]

within the atmospheric boundary layer
h the canopy bottom height (the height [m]

of the base of the canopy)
ha the position of the canopy source height [m]
m number of iteration
n the number of the spatial step in the numerical

calculating on the interval [H , h]
rb bulk canopy boundary layer resistance [s m−1]
rc bulk canopy stomatal resistance [s m−1]
ra aerodynamic resistance [s m−1]
rd aerodynamic resistance between soil surface [s m−1]

and canopy air space
rplant plant resistance imposed by the plant vascular [s]

system
rs min minimum of stomatal resistance [s m−1]
rs max maximum of stomatal resistance [s m−1]
rsoil resistance of the soil and root system [s]
rsurf soil surface resistance [s m−1]
u∗ the friction velocity [m s−1]
u (H ) the wind speed at the canopy height [m s−1]
u (h) the wind speed at the canopy bottom height [m s−1]
u (z) the wind speed above a canopy [m s−1]
wf the water stored on the canopy [m]
ww wetted fraction of canopy
x mean slope angle [◦]
z the vertical coordinate [m]
zI some certain height within the canopy [m]
z0, zb the roughness length over the non-vegetated [m]

surface
zd the rooting depth [m]
zg effective ground roughness length [m]
zr the reference height [m]
zt height of the transpiration source that is equal [m]

to canopy source height
�t time step [s]
�z the grid size [m]

(Continued)
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List of Symbols

Symbol Definition Dimensions or Units

α an unknown constant
αf ,αg canopy albedo and soil surface albedo,

respectively
αs a factor to correct for soil dryness
β extinction parameter
γ the psychrometric constant [Pa K−1]
εf , εg emissivities of the canopy and the

soil surface, respectively
η the canopy-dependent empirical parameter [Pa−1]
ϑ1 the top layer volumetric soil water content [m3 m−3]
ϑa the mean volumetric soil water content in the [m3 m−3]

first and second soil layers
ϑfc volumetric soil water content at field capacity [m3 m−3]
ϑk

i the volumetric soil moisture content at the [m3 m−3]
beginning of k time step

ϑi volumetric soil water content in the ith layer [m3 m−3]
ϑs volumetric soil moisture content at saturation [m3 m−3]
ϑwil volumetric soil water content at wilting point [m3 m−3]
κ Von Karman constant
λ latent heat of vaporisation [J kg−1]
λEf the latent heat flux from canopy vegetation to [W m−2]

canopy air space
λEg the latent heat flux from soil surface to the [W m−2]

canopy air space
λEt the latent heat flux from canopy air space to [W m−2]

reference height in the atmospheric boundary
layer

µ parameter; a constant depending on the leaf area
index

ρ water density [kg m−3]
ρp air density [kg m−3]
σ the value of the scaling length
σB the Stefan-Boltzman constant [W m−2 K−4]
σc vegetation cover in fractional units
σf fractional cover of vegetation
ψi soil water potential of the ith soil layer; soil [m]

moisture potential of the ith layer
ψl the leaf water potential describing the water [m]

transfer pathway from root zone to leaf
ψm(z/L) the stability function for momentum
ψr soil moisture potential in the root zone [m]
ψs soil water potential at saturation [m]
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Mihailović, D.T., 2003, Implementation of Land–Air Parameterization Scheme (LAPS)
in a limited area model. Final Report, The New York State Energy Conservation and
Development Authority, (Albany, NY).
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CHAPTER NINE

Turbulence and wind above and within the
forest canopy

Branislava Lalić & Dragutin T. Mihailović
Faculty of Agriculture, University of Novi Sad, Novi Sad, Serbia

ABSTRACT

The forest has a strong influence on vertical profiles of micrometeorological variables within
and above the canopy. Especially pronounced variations of all variables between ground level
and crown top are primarily generated by the forest architecture. When wind encounters for-
est canopy, the drag of the foliage removes mean momentum of wind producing turbulent
eddies. Dissipation of mean flow kinetic energy within and below the forest crown usually
has been described through vertical gradient of wind speed. The accuracy of within-canopy
wind profile calculation is related to assumed forest architecture and to adopted approach
for parameterization of momentum turbulent fluxes. This chapter is focused on forest archi-
tecture and on turbulence produced by friction exerted when air flow encounters forest
canopy. An overview of different approaches oriented towards their parameterization (forest
architecture) and modelling (turbulence) is presented.

9.1 INTRODUCTION

The definition of the lower boundary condition is of great importance in dynamic envi-
ronmental models (atmospheric, hydrological and ecological), especially in the presence
of vegetation. Forest is a vegetation system covering more than 20% of land-based globe.
Also, the atmosphere ‘feels’ the presence of trees up to a few hundred meters from the
ground, depending on tree height. Therefore, forest as an underlying surface is often
met in atmospheric and environmental models of different scales. As a dynamical source
and sink of momentum, heat, water (vapour) and pollution, forest plays a crucial role in
land–atmosphere-interaction modelling. To describe that role it is important to understand
mechanism of forest canopy—atmosphere interaction processes. Key element of these pro-
cesses is the turbulent transfer above and within the forest canopy strongly affected by forest
architecture, its thermal characteristics and significant drag of foliage. Consequently, many
current vegetation–atmosphere as well as the environmental models require more specific
information about the forest structure describing the leaf area density variation with height
in order to provide a better estimate of energy, mass and momentum exchange (Mix et al.,
1994; Zeng and Takahashi, 2000). In the past decades, a fair amount of literature has been
accumulated that deals with the closuring problem and values of the various coefficients
that must be specified in order to solve equations of motion for turbulent flow above and
within the canopy. This chapter describes different approaches in designing forest canopy
architecture based on leaf area index, LAI or leaf area density, LAD, as key structural
characteristics. Vertical transfer of momentum, considered in this chapter, is restricted to
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horizontally homogeneous, extensive forest over which the mean wind is steady and unidi-
rectional. We have selected here the parameterizations of turbulent transfer above and within
the forest canopy based on first order closure model, i.e. modified K-theory.

9.2 MODELLING THE FOREST ARCHITECTURE

The forest architecture is most commonly quantified by the amount of leaves and stems, and
their spatial distribution represented by leaf area index, LAI [L2L−2] and leaf area density,
LAD [L2 L−3], respectively. Following the definitions of these two characteristic quantities,
the relation between them could be written in the form:

LAI =
hc∫

0

LAD(z) dz, (9.1)

where hc[L] is the forest height.
However, it is extremely difficult to measure in practice these quantities inside the for-

est canopy. Some authors try either to provide alternative methods for measuring (Meir
et al., 2000), or for estimating (Law et al., 2001b) the leaf area index, LAI and leaf area
density, LAD, inside the different forest communities. Levi and Jarvis (1999) suggested an
empirical relation for the leaf area index, LAI based on an inclusion of the forest optical
characteristics,

LAI = − ln τH (θs)

K(θs)
(9.2)

where τH is the transmittance of whole canopy (“bulk” transmittance) for radiation in pho-
tosynthetic waveband and K is an extinction coefficient which is a function of solar zenith
angle, θs and leaf inclination angle distribution. Unfortunately, calculation of leaf area index,
LAI using Eq. (9.2) is restricted to homogeneous forest and low values (less than 6 m2 m−2)
of LAI. In contrast to this and other similarly established approaches, Gower (Gower et al.,
1999) emphasized that the direct measurement is the only reliable method for dense forest
canopies having high values of LAI (LAI > 6 m2 m−2).

Simplest parameterization of leaf area density, LAD, related to an ideal canopy with a
homogeneous crown and negligible amount of vegetation below it, could be expressed in
the form

LAD(z) =
{

LAD0 hc/2 ≤ z ≤ hc
0 0 ≤ z ≤ hc/2

(9.3)

where LAD0 [L2 L−3] is the leaf area density of forest crown (Watanabe and Kondo, 1990).
Recently, the scientific community dealing with the environmental problems tends to derive
physically more realistic empirical expressions for leaf area density, LAD, based on available
observational data archives. One of the expressions among their limited collection, based
on photographic method, is suggested by Meir et al. (2000). The photographs are being
taken horizontally from the tower at different heights, using as a target a white meteorolog-
ical balloon raised into the canopy at the known distance, l[L]. From these hemispherical
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photographs, one could determine the fraction of transmitted light through the canopy layer,
τz as an estimate of probability, Pz, of a beam of light passing through a horizontal plane of
leaves at height z within a forest canopy. Taking into account the relation between probability
Pz and path length Lz through which the light comes to level z,

Lz = − ln Pz, (9.4)

leaf area density, LAD for each canopy layer could be calculated as

LAD(z) = Lz

l
. (9.5)

Unfortunately, this method for leaf area density, LAD calculation can be used only in a
limited number of situations when hemispherical photographs for different canopy layers
are made.

A more sophisticated approach to leaf area density LAD, parameterization was suggested
by Lalić and Mihailović (2004). On the basis of measured spatial distribution of leaves and
stems, they derived the relation for LAD(z) taking into account tree height hc, maximum
value of leaf area density Lm and corresponding height zm as key parameters of the forest
canopy structural characteristics (Kolic, 1978; Mix et al., 1994; Law et al., 2001a) in the
form:

LAD(z) = Lm

(
hc − zm

hc − z

)n

exp
[

n ·
(

1 − hc − zm

hc − z

)]
,

where n =
{

6 0 ≤ z < zm
1/2 zm ≤ z ≤ hc

. (9.6)

Parameter n was found from analysis of minimum root-mean-square error (RMSE) for
different measured leaf area density distribution data sets. Results of these analyses pointed
out that the best choice is n = 0.5 for range z ≥ zm and n = 6 for z< zm. According to the
classification based on zm and hc parameters (Kolic, 1978), all forest canopies can be divided
into the three groups: 1) zm = 0.2 hc (oak and silver birch), 2) 0.2 hc < zm < 0.4 hc (common
maple) and 3) zm = 0.4 hc (pine), where in the bracket is a typical representative. Following
this classification, empirical relation for leaf area density LAD described by Eq. (9.6) could
be applied in the broad range of forest canopies.

9.3 TURBULENCE AND WIND ABOVE THE FOREST

In atmospheric models for different scales the underlying surface consists of patches of bare
soil and plant communities with different morphological parameters. Experimental evidence
indicates that there is a significant departure of the wind profile above a vegetative surface
from that predicted by the logarithmic relationship, which gives the values which are greater
than the observed. This situation can seriously disturb the real physical picture concerning
the transfer of momentum, heat and water vapour from the surface into the atmosphere,
particularly above the forest. In this section we generalise the calculation of exchange of
momentum between the atmosphere and non-homogeneous vegetative surface and derive a
general equation for the wind speed profile in a roughness sublayer under neutral conditions.
Furthermore, these results are extended to non-neutral cases.
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9.3.1 Definition of problem and motivations

Under thermally neutral conditions, steady-state flow over horizontally bare soil can be
described by the well-known logarithmic law (e.g., Monin and Yaglom, 1971)

u(z) = u∗g

κ
ln

z

z0g
(9.7)

where u(z)[L T−1] is the horizontal velocity at height z[L], u∗g[LT−1] is the friction velocity
for a bare soil, which, physically, represents the shear stress τ= ρau∗g where ρa[ML−3] is
the air density, κ is the Von Karman constant taken to be 0.41 (Högström, 1985) and z0g [L]
the roughness length of a bare soil. For vegetative surfaces, where the obstacle size has the
same order of magnitude as a measuring height, Eq. (9.7) is modified as

u(z) = u∗
κ

ln
z − d

z0
(9.8)

where u∗ [L T−1] is the friction velocity over the vegetation surface, d [L] the displacement
height—the mean height in the vegetation on which the bulk aerodynamic drag acts (Thom,
1971) and z0 [L] the roughness length. According to this expression, the wind speed is
zero at height d + z0, but the logarithmic profile cannot be extrapolated so far downwards.
When the quantities d and z0 are known the whole profile above a vegetative surface can be
obtained if the wind at a single level as well as the ratio u∗/κ are known. For the non-neutral
atmosphere, Eqs. (9.7) and (9.8) have to be modified due to stability effects (Businger et al.,
1971).

In order to illustrate differences between these two cases, in the treatment of the lower
boundary conditions, for example in surface schemes in atmospheric models, we will form
a ratio u∗g/u∗, which is equal to ln[(z − d)/z0]/ln[z/z0g], at the height z where the velocities
given by Eqs. (9.7) and (9.8) are the same. This ratio, for several plant communities is plotted
in Fig. 9.1, where displacement heights and roughness lengths used have their standard
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Figure 9.1. Ratio of the friction velocities over bare soil, u∗g and different vegetative surfaces, u∗ plotted against
the height z at which their wind velocities have the same value.
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values for corresponding plant communities. Apparently, transfer of momentum between
short grass and the atmosphere does not differ so much from the corresponding exchange
when a bare soil is underlying surface. However, over tall grass the transfer of momentum
into the atmosphere is more intensive since the u∗, which can be identified as the velocity
scale of the eddies near the surface, becomes greater than u∗g . Difference in these velocity
scales physically can be explained by the fact that the mixing length of the eddies above a
vegetative surface is shorter than the mixing length above a bare soil.

However, Eq. (9.8) is not valid when height z is between the vegetation (of mean height
hc) and some height z∗ representing the lower limit of the roughness sublayer. Its order of
magnitude can vary between z∗ ∼= d + 10z0 (De Bruin and Moore, 1985) and z∗ ∼= d + 20z0
(Tennekes, 1982). In roughness sublayer Eq. (9.8) is not valid because we are then too close
to roughness elements (tall grass, trees, etc.) when the turbulence is generated by the flow
around them (Garratt, 1978; De Bruin and Moore, 1985). The depth of the roughness
sublayer depends on the value of displacement height d which accounts for an upward
shift in the whole profile above a vegetative cover. Since z0 is around ten percent of the
canopy height then the thickness of roughness sublayer can vary between one and two
canopy heights. Consequently, an improper treatment of the wind profile in roughness
sublayer, systematically gives the values of shear stress and latent heat flux which can
significantly deviate from observed values. In models of biosphere–atmosphere exchange
when underlying vegetative surface consists of patches of bare soil and plant communities
with different morphological parameters, the level of inhomogeneity in the cover has to
be taken into account in addition to a spatially varying displacement height. This is of
importance in the design of a new generation of land surface parameterization schemes
for use in atmospheric models on scales where the patchiness of the surface is resolved
(Mihailović and Kallos, 1997).

Experimental evidence indicates that in the roughness sublayer above a vegetative surface,
particularly forest canopy, there is a significant departure of the wind profile from that
predicted by the logarithmic relationship, giving values which are greater than observed
ones (Wilson et al., 1982; Shaw and Pereira, 1982; Sellers et al., 1986). This problem
was comprehensively considered by Garratt (1978) and Raupach and Thom (1981). They
have noted that estimates of turbulent transfer coefficient Km [ML−1T−1] above a vegetative
surface hc were 1.5–2.0 times larger than as the simple extrapolation of Eq. (9.8) would
indicate. Using this estimation Eq. (9.8) can be modified, so that in roughness sublayer it
takes the form

u(z) = u∗
αGκ

ln
z − d

z0
(9.9)

where αG is a dimensionless constant estimated to be between 1.5 and 2.0 (Raupach and
Thom, 1981; Massman, 1987) resulting in 1.5–2.0 times smaller values for the wind speed
than it would be expected from Eq. (9.8). Let us note that logarithmic profile given by
Eq. (9.9) can only be valid for the lower part of the roughness sublayer. Some other expres-
sions with correct matching behaviour can be found in Raupach et al. (1980) and Raupach
(1980).

9.3.2 Exchange of momentum above a non-uniform underlying surface under
neutral conditions

We will derive an expression for the turbulent transfer coefficient Km and the wind profile,
under neutral conditions, above a non-uniform underlying surface whose non-uniformity is
expressed by the surface vegetation fractional cover σf , which takes the values from 0 (bare
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soil) to 1 when the ground surface is totally covered by plants. A realistic surface is rather
porous, with patches of bare soil and free air spaces inside it, and vegetative portion which
can produce quite different modes of turbulence in comparison with an uniform underlying
surface which is either bare soil or surface covered with vegetation. Vegetative part of
the underlying surface is a mosaic of patches of various size and different aerodynamic
characteristics. Presumably, this mosaic will produce micro circulation with possible flow
separations at leading and trailing edges setting up a highly complex dynamic flow. In this
paper we will not address the consequences of such non-uniformity of the vegetation part of
the underlying surface. Instead, the underlying surface will be considered as a combination
of the only two homogeneous portions consisting of vegetative portion, characterized with
fractional cover σf and the bare portion, characterized with fractional cover 1 − σf . Bearing
in mind such assumption we will try to do the previously mentioned calculations.

We will start from the description of the logarithmic profile which is consistent with the
following assumptions. Similarly as in the molecular gas theory, an exchange coefficient can
be derived as the product of a velocity and mixing length. For molecules the mixing length
can be identified with the mean free path, but for eddies above a canopy with displacement
height d it is assumed that it is proportional to a corrected height z − d. The proportionality
factor is given by von Karman’s constant k , so the mixing height lc

m[L] is given by

lc
m = κ(z − d) (9.10)

which is a broadly employed expression for the mixing length in the free air above a veg-
etative surface in the surface layer (in further text this approach will be denoted as the
“old approach”). For d = 0, Eq. (9.10) represents the mixing length over a bare soil, thus it
becomes lb

m = κz which is bigger than lc
m. Undoubtedly, in the reality there is no situation

when the underlying vegetative surface is as dense and smooth as it is assumed in deriving
the mixing length given by Eq. (9.10). As we mentioned above, a natural surface is very
porous and consists of vegetative surface with patches of bare soil, producing quite unpre-
dictable mode of turbulence inside and above the vegetative surface. Experimental results
by Garratt (1978) support this point. According to them, in the roughness sublayer above
a vegetative surface, the mixing length lαm, which is bigger than lc

m, can be written in the
form lαm =ακ(z − d) where α is a dimensionless constant representing corrected value of the
mixing length in the roughness sublayer. For further consideration we will use the mixing
length in the form

lαm = αGκ(z − d) (9.11)

where α is replaced by αG which is defined above in Eq. (9.9). However, the eddies, with the
mixing length given by Eq. (9.11), are still generated above a dense and smooth vegetative
surface. In order to take into account its non-uniformity we have considered it as a block of
porous material consisting of bare soil and vegetative patches which can be described by the
vegetation fractional cover σf , with values between 0 and 1. The number of eddies generated
above the underlying surface defined in such a way consists of: 1) eddies generated above
the vegetative part whose number is proportional to σf and 2) eddies generated above the
bare soil part with the factor of proportionality (1 − σf ). Thus, their mixing length lm could
be used as a linear combination of mixing lengths lαm and lb

m, i.e., lm = σf lαm + (1 − σf )lb
m.

Let us note that a linear combination of the single lengths is not the only way of deriving
a mixing length lm accounting for the non-uniformity of the surface. Consequently, mixing
lengths over a non-uniform surface would almost be different and it seems that the suggestion
for a linear aggregation scheme for an effective mixing length is a simplified assumption.
However, from a practical and a physical point of view this assumption might be acceptable
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because it is more complex than the commonly used one. After setting lαm =ακ(z − d), the
mixing lengths lm takes the form

lm = σακ(z − d) + (1 − σ)κz (9.12)

where α is the dimensionless constant introduced above which depends on morphological
and aerodynamic characteristics of the vegetative cover whose value varies depending on the
type of vegetative cover. In this studyα is considered as a function of leaf drag coefficient Cdg ,
and leaf area index LAI, i.e., α=α (Cdg · LAI). For σf = 1, Eq. (9.12) becomes Eq. (9.11)
while for σf = 0 it reduces to the expression for the mixing length for a bare soil. The
turbulent transfer coefficient Km for the non-homogenous vegetative cover is

Km = lmU∗ (9.13)

where U∗ [LT−1] is a friction velocity above non-homogeneously covered surface. Replacing
lm, in this equation, by the expression (9.12) we get

Km = κ{[σ(α− 1) + 1]z − σαd}U∗. (9.14)

The functional form of the parameter α was derived empirically by Lalić (1997). More
details about this parameter can be found in Mihailović et al. (1999) and Chapter 3 of this
book. Mihailović et al. (1999) found that this parameter has a typical value for forest about
1.6 while other vegetation communities have the values closer to 1.

Another characteristic of the family of lines representing the mixing length lm, is that they
cross each other at a single point, at height zl[L], where this height does not depend on the
vegetation fractional cover σf . The height zl can be calculated from the condition

[σ1(α− 1) + 1]zl − σ1αd = [σ2(α− 1) + 1]zl − σ2αd (9.15)

where σ1 and σ2 indicate different vegetation fractional covers. Solving this equation for zl
we obtain

zl = α

α− 1
d. (9.16)

This expression explicitly shows that the point where the mixing length lm and the turbulent
transfer coefficient Km do not depend on the vegetation fractional cover σf , is located at
infinity where the condition that α= 1 is satisfied. Mathematically, it means that all lines,
obtained for different values of α, tend towards the line representing the “old approach”.
Physically, it seems that the influence of surface patchiness on the mixing length vanishes
at some height zl , however, re-emerging again above it. This situation can be explained by
introducing two more degrees of freedom in the expression for the mixing length [Eq. (9.12)]
in addition to the ones allowed by Eq. (9.10). Consequently, combining α and σf parameters
we can find such a combination that makes lm independent of surface patchiness. This
dependence vanishes exactly at height zl . Replacing this height, given by Eq. (9.16), in
Eq. (9.14) we obtain lm = κzl . It means that, at zl , the mixing length is only a function of
the displacement height and α. The tendency of the lines representing mixing length lm to
approach the line representing the “old approach” is more emphasized for the low height
vegetation than for the taller one. Since the expression (9.14), for α= 1, is not defined,
the only physical conclusion that can be derived is that Eq. (9.10) can not be obtained as
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a special case of Eq. (9.12). This is not surprising because Eq. (9.12) is derived by taking
into account the presence of underlying surfaces with different vegetation fractional covers,
while Eq. (9.10) is not based on such an assumption. For the taller vegetation the height, zl ,
where the crossover point is located, becomes lower while the lines representing the different
vegetation fractional covers are more apart. The lower location of zl , in comparison with
its location for the low height vegetation, can come from the fact that this height is closer
to the canopy height [Eq. (9.14)] than it is in the case of the lower vegetation. Also, these
lines show a tendency of shifting towards the right side of the domain bounded by the lines
obtained by the “old approach” and approach suggested by Garratt (1978).

9.3.3 Wind profile above a non-uniform underlying surface under
neutral conditions

Using the foregoing assumption that the friction velocity U∗ is equal to lm du/dz yields

U∗ = κ{[σ(α− 1) + 1]z − σαd}du

dz
. (9.17)

This equation can be integrated to

u(z) = U∗
κ

1

σ(α− 1) + 1
ln {[σ(α− 1) + 1]z − σαd} + Ci (9.18)

where Ci is an integration constant. This constant can be found if we introduce the assumption
that the extrapolation of wind profile (9.18) gives zero wind velocity at some height zk
defined as

zk = Z0 + D (9.19)

where

Z0 = f (α, m) z0

σ(α− 1) + 1
(9.20)

and

D = σαd

σ(α− 1) + 1
(9.21)

are generalized roughness length and displacement height, respectively and f (α, m) is an
arbitrary function representing the dependence of Z0 on introduced aerodynamic character-
istic α=α (LAI · Cod), and m denotes an arbitrary constant. Since the experimental evidence
indicates that the vegetative underlying surface is rougher than it is described by the classical
logarithmic profile it means that Z0 has to be higher than z0. Below we have assumed that
the function f (α, m) has a power form, i.e. f (α, m) =αm which increases monotonically with
respect to α.

Then the above condition can be written as

0 = U∗
κ

1

σ(α− 1) + 1
ln {[σ(α− 1) + 1]zk − σαd} + Ci. (9.22)
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After substituting the expressions (9.19), (9.20) and (9.21) in the condition (9.22), we find
that the constant Ci is given by

Ci = −U∗
κ

1

σ(α− 1) + 1
ln αmz0. (9.23)

Finally, combining the expressions (9.19) and (9.23) we reach a wind profile in the rough-
ness sublayer above the non-uniform vegetative surface under neutral conditions (hereafter
referred to as the “new profile”), which can be written in the form

u(z) = U∗
κ

1

σ(α− 1) + 1
ln

z − σαd

[σ(α− 1) + 1]
αmz0

[σ(α− 1) + 1]

(9.24)

or shortly

u(z) = U∗
κ

1

σ(α− 1) + 1
ln

z − D

Z0
(9.25)

if we use the definitions (9.14) and (9.15) representing the generalized roughness length
and displacement height respectively.

Comparing the expressions (9.8) and (9.25) we can see that the “new profile” explicitly
includes the dependence of the wind on the non-uniformity of the underlying vegetative
surface while the “old logarithmic profile” or [profile given by Eq. (9.8)] does not. More-
over, the “old logarithmic profile” interprets the underlying vegetative surface as a smooth
one regardless of whether the surface is uniformly covered by the vegetation or not. The
same conclusion can be emphasized for the wind profile given by Eq. (9.9) which will be
referred to as the “Garratt’s logarithmic profile”. This profile, established on the basis of
the experimental evidence, is a special case of the “new profile” for σf = 1, α=αG and
m = 1 where αG is taken to be 1.5. Note that the profile given by Eq. (9.8) can be formally
obtained from Eq. (9.24) for σf = 1 and α= 1.

In the “new logarithmic profile”, given by Eq. (9.24), we still have not determined the
value of the constant m. So, now we are going to focus on this constant. The “old logarith-
mic profile” gives systematically higher values of the wind speed in comparison with the
observations. It could be an indicator that the underlying surface is much rougher than it is
represented by this profile. This fact can be expressed as

D + Z0 ≥ d + z0, (9.26)

which, after substituting expressions (9.19) (with f (α, m) =αm) and (9.20), after some
rearrangement, takes the form

αm − σα− (1 − σ)
(

1 + d

z0

)
≥ 0. (9.27)

This inequality can be used for the estimation of the value of the parameter m. First of all we
may say that m should be significantly greater than 1 since for m = 1 the inequality (9.27)
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is satisfied only for σf = 1 and α= 1, i.e. when the Z0 and D reduce to the roughness length
and displacement height for the “old logarithmic profile”. When α �= 1, the lower limit of the
parameter m can be estimated from this inequality using empirical profile data. Analysing
the wind profiles measured above a broad range of forest we have found that an optimum
value for the parameter m is 2. With this value of m, the expression (9.24) for the wind
profile which will be used in this study has the form

u(z) = U∗
κ

1

σ(α− 1) + 1
ln

[σ(α− 1) + 1]z − σαd

α2z0
. (9.28)

The expressions for aerodynamic parameters Z0 and D and friction velocity U∗ for forest,
derived from continuity conditions, can be found in Mihailović et al. (1999)

9.3.4 Exchange of momentum and heat above a non-uniform vegetative surface
under non-neutral conditions

As mentioned before, the exchange process can be considered as a result of movement of
eddies, carrying heat and momentum. It was assumed that the velocity U∗ of the eddies
was of the order of lm du/dz where lm is a characteristic length. Looking dimensionally we
can conclude that the accelerations, caused by the friction forces, are of the order U 2∗ /lm
or lm(du/dz)2. Under non-neutral conditions eddies may be also generated by buoyancy, the
forces caused by density differences between the air in the eddy and the surrounding air.
Buoyancy acceleration is of the order of ��g/TA, where ��[θ] is the difference between
the potential temperatures above and inside the canopy, g [LT−2] the gravity acceleration
and TA[θ]is the mean ambient temperature. Since the difference�� is of the order lmd�/dz
then the ratio of the buoyancy and friction acceleration is given by

Rig =
g

d�

dz

TA

(
du

dz

)2 Prt (9.29)

which is commonly used expression for the gradient Richardson’s number, Rig and where
Prt is the turbulent Prandtl number. This number and the Monin-Obukhov length L[L],
whose precise derivation can be found in Monin and Obukhov (1954) and Priestly (1959),
are the most widely used parameters characterizing the degree of non-neutrality. The Monin-
Obukhov length L can be considered as the height above the displacement height, where
buoyancy forces and friction forces are approximately equal. L may be given as

L = TAU 2∗

κglm
d�

dz

. (9.30)

Following the Monin-Obukhov theory we introduced the dimensionless height parameter
denoted by ζ

ζ = z − D

L
. (9.31)
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According to Mihailović et al. (1999), this approach causes changes in the dimensionless
height parameter ζ. Furthermore, these changes cause changes in the �m and �h functions
in the case of non-neutrality when calculating the exchange coefficients for momentum Km
and heat transfer Khare being calculated. These coefficients may be written as

Km = κU∗{
1z − σαd}/�m (9.32)

and

Kh = κU∗{
1z − σαd}/�h (9.33)

where


1(σ,α) = σ(α− 1) + 1.

Functions �m and �h are, according to Businger et al. (1971),

�m = (1 − 15ζ)−0.25 unstable ζ < 0 (9.34a)

�m = (1 + 4.7ζ) stable ζ > 0 (9.34b)

�h = 0.74(1 − 9ζ)−0.5 unstable ζ < 0 (9.35a)

�h = 0.74(1 + 4.7ζ) stable ζ > 0. (9.35b)

Relations (9.34) and (9.35) are derived for air column over very homogeneous terrain.
Certainly, it does not guarantee that their form will not be unaltered over a patchy surface. We
assumed that the relations (9.34) and (9.35) can be maintained. The only differences between
correction factors�m and�h, for homogeneous and non-homogeneous underlying surface,
come from different values of the parameter ζ where its dependence on the vegetation
fractional cover σf , is implicitly incorporated. Consequently, we have adapted correction
factors �m and �h.

In the literature, alternative solutions can be found for the formulation of the effect of non-
neutrality on the profiles of the exchange coefficients. A detailed elaboration of this subject
concerning its theoretical and practical aspects is given by Goudriaan (1977). Following
him we have derived the expression for the Monin-Obukhov length L in the form

L =
TAU 2∗

zr∫
z1

�h

z′ − D
dz

′


1κ2g��
(9.36)

where the difference �� for two heights z1 = D + Z0 and zr an arbitrary reference level
above it, is taken as�(zr) −�(z1), which is negative under unstable conditions and positive
under stable ones. However, the value of U∗, which is needed in Eq. (9.38) must be derived
from a general profile defined by

du

dz
= U∗�m

κ{
1z − σαd} . (9.37)
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Integration of this equation gives

ur = U∗
κ

zr∫
D+Z0

�m


1z′ − σαd
dz

′
(9.38)

where ur is the wind speed at the reference level. If we want to take into account the
effect of non-neutrality then Eqs. (9.31), (9.34), (9.35), (9.36), and (9.38) must be solved
simultaneously. In the stable case (ζ > 0) the integration in Eqs. (9.36) and (9.38) can be
done analytically. Otherwise, in the unstable conditions (ζ < 0), the calculations must be
done iteratively.

9.4 TURBULENCE AND WIND WITHIN THE FOREST

The main motive for studying turbulent flow within the forest is to understand processes gov-
erning momentum, mass and energy exchange between the atmosphere and forest canopy.
Additionally, during the XX century the scientific community emphasised the importance
of wind behaviour for the movement of spores, pollen and particles within and just above
the vegetation canopy (Pingtong and Hidenori, 2000; Pinard and Wilson, 2001) as well as
for the forest fires spread rate. Ecological and financial effects of forest fires have revealed
a definite need for better understanding of wind profiles within and above forest (Curry and
Fons, 1938).

In this section we present results of turbulent transfer parameterization within the homoge-
neous and non-homogeneous canopy. The first-order closure techniques based on K-theory
for calculating the Reynolds’stresses within the canopy are described. Limitations of the tra-
ditionally parametrized canopy structure and the turbulent transfer coefficient for the forest
canopy are considered. In addition, some approaches to turbulent transfer parameterization
are presented using the forest morphological characteristics. We will focus on the momentum
transfer parameterization since heat and mass transfer are treated in analogous manner.

9.4.1 Short overview of turbulent transfer parameterization within the canopy

The vertical distribution of momentum within different plant communities has usually been
modelled by assuming steady and unidirectional wind and negligible pressure gradient force.
Under these conditions, the time- and volume-averaged equation for the mean momentum
within vegetation (Raupach et al., 1986) turns into a relation describing balance between
the vertical shear stress change and a drag force:

1

ρa

∂

∂z
(−uw) = CdgLAD(z)u2, (9.39)

where uw[M L−1T−2] is vertical shear (Reynolds’) stress describing turbulent transfer of
x-component of momentum in z-direction.

Early modelling studies (Cowan, 1968; Thom, 1971) were based on K-theory supposing
that the turbulent momentum flux is equal to the product of an eddy viscosity, represented by
turbulent transfer coefficient Km [ML−1T−1], and the local gradient of mean wind velocity.
Hence Eq. (9.39) could be written in the form:

1

ρa

∂

∂z

(
Km

du

dz

)
= CdgLAD(z)u2. (9.40)
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Various assumptions have been made regarding the behaviour of Km within the canopy. They
could be classified as follows:

a) Km is proportional to wind speed, u (Km ∝ u) (Cowan, 1968; Denmead, 1976);
b) Km depends on canopy height, hc (Km ∝ Km(hc)) (Jarvis et al., 1976);
c) Km is a product of local gradient of mean wind velocity du/dz [T−1] and mixing length

within the canopy lmc [L] (Inoue, 1963; Raupach and Thom, 1981; Baldocchi and
Meyers, 1988)

Km = l2
mc
∂u

∂z
. (9.41)

During the decade of K-theory application, it become obvious that this model can not
provide accurate predictions of wind velocity in lower part of plant canopy where near-zero
vertical gradient wind velocity is frequently observed (Shaw, 1977). Corsin (1974) has
pointed out that the application of this, also called small-eddy closure technique, (Stull,
1988) is limited to the places where the length scales of flux-carrying motions have to
be much smaller than the scales associated with average gradients (Zeng and Takahashi,
2000). Unfortunately, many measurements have shown that the air flow within and just
above the canopy is dominated by turbulence with vertical length scales at least as large
as the vegetation height (Kaimal and Finigan, 1994). To provide a more reliable insight
into the nature of momentum transfer processes within the canopy, some authors suggested
higher-order closure models (Wilson and Shaw, 1977; Meyers and Paw, 1987).

As an alternative solution to not-using these closure techniques appears a non-local first-
order closure model developed by Zeng and Takahashi (2000). In this model turbulent
momentum flux is divided into two parts: one, diffused by the smaller-scale eddies and
parameterized according to conventional K-theory; and the other, transported by large-scale
eddies as a result of non-local transport caused by shear between air flows above and within
canopies. However, vertical shear stress is parameterized in the form:

−uw = Km
du

dz
+ Cgur(ur − u)

z

hc
, (9.42)

where ur [LT−1] is a wind speed at reference height above vegetation and Cg [ML−3] is an
coefficient.

9.4.2 Single layer approach for parameterization of turbulent transfer
within the canopy

In the case of homogeneous canopy (LAD(z) = const.), according to Eq. (9.1), leaf area
density LAD(z) can be calculated as:

LAD(z) = LAI

hc
. (9.43)

Substituting LAD(z) from Eq. (9.43) into Eq. (9.39), balance between the vertical shear
stress change and drag force takes the form:

1

ρa

∂

∂z
(−uw) = Cdg

LAI

hc
u2. (9.44)
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Assumption that Km is proportional to wind speed u and that coefficient of proportionality
σ is a constant (Km = σu), leads to well known Cowan’s profile (Cowan, 1968):

u(z) = u(hc)

⎡
⎢⎢⎣

sinh
(
βc

z

hc

)
sinh βc

⎤
⎥⎥⎦

1/2

, (9.45)

where u(hc) is the wind speed at the canopy top, hc is the canopy height and βc is the
extinction factor defined for wind profile within the canopy:

β2
c = 2hcCdgLAI

σ
. (9.46)

Using the third assumption for Km, defined by Eq. (9.41), and supposing that mixing length
lmc is a constant within the whole canopy space, Inoue (1963) derived exponential wind
profile in the form:

u(z) = u(hc) exp
[
−ac

(
1 − z

hc

)]
, (9.47)

where ac is the canopy coefficient.
Using the wind profile within the canopy given by Eq. (9.48) and taking into account

non-uniformity of underlying surface, Mihailović et al. (2006) assumed wind profile within
the vegetation in the form:

u(z) = σf u(hc)e
− 1

2 β1

(
1− z

hc

)
+ (1 − σf )

u∗
κ

ln
z

z0
. (9.48)

They supposed that the first term on right-hand side of Eq. (9.48) describes well vertical
transport of momentum within homogeneously vegetated part of canopy, while the second
term is responsible for the turbulence above a bare soil situated within canopy space. β1
appearing in Eq. (9.48) is the extinction factor obtained by an iterative procedure.

9.4.3 Two-layer approach for parameterization of turbulent transfer
within the canopy

The assumption that canopy is a homogeneous medium could be appropriate in the case of
grass and tall grass canopy space. However, forest canopy is extremely heterogeneous due
to the complexity in tree structure and presence of two specific layers, crown and stands,
affecting the transport of momentum into atmosphere on the following way. The absorption
of momentum between the crown top and the bottom is 70–90%, depending on the crown
depth and the density. The attenuation of momentum, below the bottom of the crown, is
rather small up to the roughness layer, where the rest of the air momentum is transferred to
the ground due to molecular transport.

According to the observations, wind profile within the forest canopy may significantly
deviate from the profiles proposed by Cowan (1968) and Inoue (1963). One should not be
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surprised since both relations are derived supposing that plant canopy is a homogeneous
one, which is not acceptable in the case of forest canopy. In order to adequately describe
within-canopy vertical momentum transfer, Lalić and Mihailović suggested (Lalić, 1997;
Lalić and Mihailović, 1998; Lalić and Mihailović, 2002a; Lalić and Mihailović, 2002b;
Lalić et al., 2003) an empirical expression for the wind profile within the forest based on
two-layer canopy model in the form:

u (z) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

uh

⎡
⎢⎢⎣

cosh βc

(
z − zd

hc

)

cosh βc

(
1 − zd

hc

)
⎤
⎥⎥⎦

5
2

zd < z ≤ h

Ch u (hc) z0 < z ≤ zd

(9.49)

where: zd is the crown bottom height and Ch is a constant. According to Massman (1987),
factor βc is equal to 4CdgLAI /(α2κ2). In the case of forest canopy, bearing in mind that
smoothness or roughness of canopy from atmospheric point of view is an effect of the
amount of leaves and their roughness, α can be parameterized as α2 = 4(CdgLAI )1/4 (Lalić,
1997; Lalić and Mihailović, 1998). In creating the foregoing profile, the evidence that comes
from the observations of the wind profile within the forest was taken into account. After
the comparisons of the wind profile observed and the wind profile defined by Eq. (9.49)
it becomes obvious that two-layer approach in parameterization of forest canopy structure
produces minimum deviation from the observation particularly in the layer occupied by the
tree crown, where the absorption of momentum is mostly emphasized.

The wind profile defined by Eq. (9.49) requires an additional assumption in defining the
momentum transfer coefficient, Km i.e. turbulent diffusivity within the forest. Instead of
commonly used assumption for Km in the form Km(z) = σu(z), describing the turbulence
through the whole environment occupied by plants, we have introduced another one. For
simplicity, σ is often assumed to be a constant regardless of the structure of the canopy
vegetation. However, in the case of the forest this idea can be applied just in some part of its
environment. Thereby, we have assumed that in the crown of the forest (hc > z ≥ zd)σ can
be considered as a function of height z, i.e. σ= σ(z), while below it (zd > z ≥ z0)σ remains
constant. Thus, the momentum transfer coefficient can be written in the form:

Km(z) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
σ(z)u(hc)

⎡
⎢⎢⎣

cosh βc

(
z − zd

hc

)

cosh βc

(
1 − zd

hc

)
⎤
⎥⎥⎦

5
2

zd < z ≤ hc

σdCh u(hc) z0 < z ≤ zd

(9.50)

where σd is assumed to be a constant.
The functional form of σ(z) may be found as the solution of the differential equation

describing the shear stress within the canopy according to K-theory and supposing that each
of two layers is a homogeneous one

d

dz

(
Km

du

dz

)
= CdgLAI

hc
u2. (9.51)
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Using expressions (9.49) and (9.50) for u(z) and Km(z), the solution to Eq. (9.51) has the
following form:

σ(z) = 2 CdgLAI hc

7 β2
cch6βc

(
z − zd

hc

)[1 + sinh2 βc

(
z − zd

hc

)
+ 3

5
sinh4 βc

(
z − zd

hc

)

+1

7
sinh6 βc

(
z − zd

hc

)]
. (9.52)

The quantities zd , Ch and σd included in the foregoing expressions should be derived
following continuity conditions (continuity of wind speed, turbulent momentum trans-
fer coefficient and continuity of their first derivative) at forest height and crown bottom
height.

APPENDIX—LIST OF SYMBOLS

List of Symbols

Symbol Definition Dimension or Units

Ch constant
Ci integration constant [m s−1]
Cdg the leaf drag coefficient estimated from the

size of the roughness elements of the ground
D generalized displacement height [m]
K is an extinction coefficient
Km turbulent transfer coefficient [m2 s−1]
L Monin-Obuhkov length [m]
LAI leaf area index [m2 m−2]
LAD leaf area density [m2 m−3]
LAD0 leaf area density of forest crown [m2 m−3]
Ld the area-averaged stem and leaf area density [m2 m−2]

(also called canopy density)
Lm maximum value of leaf area density [m2 m−3 ]
Lz path length through which the light comes to level z
Pz probability of a beam of light passing through a

horizontal plane of leaves at height z
Prt turbulent Prandtl number
Rig gradient Richardson’s number
T surface (canopy or soil) temperature [K]
TA mean ambient temperature [K]
U∗ friction velocity above non-homogeneously [m s−1]

covered surface
Z0 generalized roughness length [m]
ac canopy coefficient
cg coefficient [kg m−3]

(Continued)
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List of Symbols

Symbol Definition Dimension or Units

d displacement height [m]
du/dz local gradient of mean wind velocity [s−1]
g gravitational acceleration constant [m s−2]
hc canopy height [m]
l mixing length above a non-homogeneously [m]

covered surface
lb
m mixing length above the bare soil [m]

lc
m mixing length above the canopy [m]

lmc mixing length within the canopy [m]
lαm the mixing length in the roughness sublayer above [m]

a vegetative surface
u∗g friction velocity for a bare soil [m s−1]
u∗ the friction velocity [m s−1]
u(hc) the wind speed at the canopy height [m s−1]
u(z) the wind speed [m s−1]
ur wind speed at reference height above vegetation [m s−1]
uw vertical shear stress [kg m−1s−2]
z the vertical coordinate [m]
zl some certain height within the canopy [m]
z0 the roughness length [m]
z0g roughness length of a bare soil [m]
zd crown bottom height [m]
zg effective ground roughness length [m]
zk zero wind velocity height [m]
zm corresponding height [m]
zr the reference height above vegetation [m]
�� difference between the potential temperatures above [K]

and inside the canopy
�h correction factor for heat
�m correction factor for momentum
α dimensionless constant representing corrected value

of the mixing length in the roughness sublayer
αG dimensionless constant estimated to be between

1.5 and 2.0
β1 extinction factor
βc extinction parameter for within canopy wind profile
ζ dimensionless height parameter
θs solar zenith angle [◦]
κ Von Karman constant
ρa the air density [kg m−3]
σ coefficient of proportionality
σd constant
σf vegetation cover in fractional units
τH transmittance of whole canopy
τz transmittance of canopy layer at height z
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Boundary layer development over rigid
submerged vegetation

Paola Gualtieri & Guelfo Pulci Doria
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University of Napoli Federico II, Napoli, Italy

ABSTRACT

This chapter deals with a topic which is new in international literature, that is the boundary
layer behaviour flowing in a channel over a vegetated surface. For sake of brevity and
clearness, only the zero pressure gradient equilibrium boundary layer on one side, and the
rigid submerged vegetation on the other, have been taken into consideration.

First of all, there is a long introductory paragraph, which reminds the main literature
knowledge on two single topics (boundary layers and vegetated surfaces); this paragraph
has been conceived also for teaching purposes.

Afterwards, the results of a long-term research, carried out by the authors, are reported.
the topic is tackled mainly in experimental way, using an LDA facility. Basically, local
mean velocity value distributions have been measured in different flow test sections, and,
consequently, they have been suitably modelled too. Eight different vegetation typologies
have been experimentally considered: six of them with sparse vegetation, and two with dense
vegetation. Unlike what is customary in international literature, in case of sparse vegetation,
velocity distributions have been thinly measured up to the bottom of the current. Modelling
has been performed always referring to suitable non dimensional quantities, and it regards
the whole height of the velocity distributions, including the current layers flowing through
the same vegetation.

Data processing gave intriguing results on holding or not holding of boundary layers
equilibrium characteristics, as a function of the different considered vegetation typologies. In
the Conclusion paragraph, new hypotheses, to go further in this research type, are given too.

10.1 BASIC LITERATURE CONCEPTS AND AIM OF THE CHAPTER

10.1.1 The boundary layer

10.1.1.1 The standard boundary layer

The boundary layer concept was first introduced by L. Prandtl (Prandtl, 1904). When a fluid
of little viscosity, such as air or water, flows past a streamlined solid body at high Reynolds
number, the effect of viscosity should be small. Therefore, the flow may be regarded as
frictionless and can be examined through the theory of irrotational motions.

However, this theory cannot be used to calculate what happens in the immediate proximity
of the body, because the correlated phenomena are primarily due to viscous friction. Prandtl
proposed the idea that the effect of viscosity in the flow should be confined to a very thin
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Figure 10.1. Sketch of a turbulent boundary layer.

layer of flow, in the immediate vicinity of the solid surface, where the condition of no slip
results in a rather high velocity gradient which, in its turn, generates internal friction caused
by fluid viscosity. Prandtl used the term “Boundary Layer” to describe this thin fluid layer.
Figure 10.1 is a schematic diagram of the boundary layer flow simplest case.

In this figure, the submerged body is a very simple long flat plate of negligible thickness,
immersed in a uniform flow of velocity u0, with zero angle of attack. In this case, the
boundary layer flow develops on both sides of the plate. The figure shows only the upper side.

Within the boundary layer, therefore, a velocity gradient appears in the direction normal
to the plate, so that velocity values increase from zero at the plate, up to u0 far from the
plate. This behaviour describes the idea of velocity distribution in the normal direction.

The boundary layer thickness is another important concept. There are many definitions of
such a concept. The simplest one is that the boundary layer thickness can be considered as
the distance from the plate, where velocity attains 99% of the value of u0 (δ99). This is not the
only definition of boundary layer thickness, as will be shown later. It is evident, in any case,
that the boundary layer thickness grows with distance from the leading edge of the plate,
due to the rising influence of this obstacle. This behaviour is schematised in Figure 10.1. It
is possible to consider the flow over the plate as being composed of the rotational boundary
layer near the plate, up to a distance equal to its thickness; and an external irrotational flow
beyond this distance: this external flow will be hereafter called the free-stream. In the ideal
configuration, the free-stream shows an infinite thickness, whereas in practical realizations
its thickness will necessarily be a finite but very large value.

The boundary layer zone nearer to the leading edge presents laminar flow, but, not far
from it, the internal friction generates turbulence into the same flow. As a consequence,
there is a first laminar boundary layer zone and an ensuing turbulent boundary layer zone
much more developed. In the turbulent zone, the boundary layer thickness grows quicker
than in the laminar zone. In any case, also in the turbulent zone, a very very thin viscous
sublayer is always present near the body surface. On the contrary, in the free-stream, the
flow is considered to be laminar and irrotational everywhere.

The so described boundary layer will hereafter be called “Standard Boundary Layer”.
The same characteristics are present also in the case of a lightly curved streamlined

body surface, and, also in this case, the boundary layer will be referred to as a standard
boundary layer. Consequently, the standard boundary layer can refer both to a flat plate and
a streamlined body.

In the standard boundary layer over a flat plate already described, both the u0 value and the
pressure (or piezometric head, in case of water flow) value in the free-stream are constant.
On the contrary, in case of a lightly curved streamlined body, the u0 value and the pressure
(or piezometric head) value in the free-stream are often variable, because of the streamlined
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body’s surface curvature. In this second case, the u0 and the pressure (or piezometric head)
gradients in the flow direction can be either constant or variable. In particular, if these
gradients are constant, the standard boundary layer is called an equilibrium boundary layer.
The case of constant u0 value and constant pressure (or piezometric head) value can obviously
be considered as the simplest case of equilibrium boundary layer, with zero value of u0 and
pressure (or piezometric head) gradients.

A noteworthy characteristic of equilibrium boundary layers is the possibility of defining
a non-dimensional theoretical velocity distribution which fits experimental data in all the
successive sections of the same boundary layer, save the points internal to the viscous
sublayer. The simplest profiles of this velocity distribution are the so-called power and
logarithmic distribution laws, both referring to the friction velocity u∗ = (τ/ρ)1/2 with τ
shear stress at the wall and ρ fluid density. Hereafter, we will concentrate on the second
distribution law, in particular in the case of a smooth surface, which has a theoretical
background, and is particularly valid for high Reynolds number flows, and can be presented
as follows:

u

u∗ = 1

0.39
ln
(

yu∗

ν

)
+ 5.56 (10.1)

with y being the distance from the plate and ν the kinematic viscosity. The 0.39 value is a
historically very important parameter, generally defined through the symbol “κ”, and whose
name, in international literature, is “von Kármán Constant”. This formulation was already
present, for instance, in the very famous Schlichting test dated 1955. These days, a 0.4 value
is generally attributed to the “von Kármán Constant”.

During those years, Coles (1956), following some previous ideas of Clauser (1956),
proposed a logarithmic corrected mean velocity distribution law which resulted in few
changes to the constants, but added a new term, called the “wake term”. Therefore, this law
was called “Coles Wake Law”. The new formulation was the following one:
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δ

)
(10.2)

This law was considered valid for high Reynolds numbers. The W function was a universal
one, and was called the wake function. Coles gave its values as a table, but these values could
be furnished also as W (y/δ) = 1 − sin{π[2(y/δ) − 1]/2}, whereas the " parameter value
depends on the pressure (or piezometric head) gradient: for zero value of the gradient, the"
parameter has a value of 0.55. Finally, it is worth noting that the δ thickness was practically
defined as the value through which the theoretical equation fitted the experimental points,
and its value was a little more than the (δ99) value.

A very common and useful way to present the Coles Wake Law is in the “velocity defect”
shape. In this shape, the u0 velocity of the free-stream appears in the following way:
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δ
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]
(10.3)

As it is well known, the “Coles Wake Law” was affected by an important failure: its
derivative, where y = δ is different from zero. Dean (1976), following Granville’s ideas
(1976), proposed a new mean velocity distribution law, where he could eliminate the Coles
law failure. His law, however, (and this fact has not been underlined yet) is not continuous in
its second derivative, always at y = δ. The authors of this Chapter (Gualtieri and Pulci Doria,
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1998) proposed a correction in the Coles law relative to the specific case of zero gradient,
in order to overcome also this last failure.

10.1.1.2 The boundary layer with turbulent free-stream

As clarified in the previous paragraph, the hydrodynamic laws governing the standard
boundary layer, and in particular the equilibrium boundary layer, are now reasonably well
understood, though it is obvious that further research is required. In particular, in the afore-
mentioned hydrodynamic condition, the value of the pressure (or piezometric head) gradient
along the flat plate is the most important parameter which fixes the local mean velocity
distribution along the direction orthogonal to the plate.

A more sophisticated type of boundary layer flow is the one rising when the free-stream is
a turbulent one. This is obviously an important type of boundary layer, as, for instance, the
presence of turbulence in streams of various types is a very frequent condition, and often the
boundary layers eventually rising within them are of this type. This type of boundary layer
will be hereafter defined as “Standard Boundary Layer with turbulent Free-Stream”; if the
pressure (or piezometric head) gradient of the free-stream is constant, it will be possible to
speak of an “Equilibrium Boundary Layer with turbulent Free-Stream”.

Up to the present time, the impact of free-stream turbulence on fully turbulent boundary
layers has been investigated in several experimental, analytical and computational studies.

Many of these studies deal with the effects of free-stream turbulence on the main statis-
tical turbulence quantities and, in particular, with the local mean velocity distribution laws
(Bandypadhyay 1992; Blair 1983a, b; Castro, 1984; Charnay et al., 1971, 1976; Evans
1985; Evans and Horlock 1974; Hancock and Bradshaw 1983; Hancock and Bradshaw
1989; Hoffmann and Mohammady 1991; Huffman et al., 1972; Kline 1960; Mc Donald
and Kreskowsky 1974; Meier and Kreplin 1980; Robertson and Holt 1972).

Going back to the previous example, Coles believed that, in the case of an equilibrium
boundary layer with turbulent free-stream, his own “wake law” could represent also this
type of boundary layer, as he assumed that the presence of turbulence in the free-stream
would have the same consequences on velocity distribution as an adverse pressure gradient.

In 1990, one of the authors (Pulci Doria and Taglialatela, 1990) developed a new velocity
distribution law that can be applied to equilibrium boundary layers, with turbulent free-
stream and zero pressure (or piezometric head) gradient, which took into account the
presence of turbulence at y = δ and also the hydrodynamic requirement of having the deriva-
tive in that point equal to zero. The Pulci Doria Taglialatela (PDT) distribution was always
presented in a “velocity-defect” shape, and was characterized by the presence, within it,
of the u′

0, which is the root-mean-square of velocity fluctuations at y = δ. In fact, the PDT
distribution is the following one:
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As can be seen, the formula holds two experimentally based functions (F and F ′) of the
non dimensional variable y/δ. The values of these functions are shown in Table 10.1. This
distribution is valid up to a value of 1.0–1.2 for the ratio u′

0/u
∗. Finally, it is worth stressing

that the thickness δ of this distribution is once more defined as the value through which the
theoretical equation fitted the experimental points, and its value is 1.25 times as large as
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Table 10.1. Values of functions (F and F ′) of the non dimensional variable y/δ within PDT velocity distribution
in an equilibrium turbulent free-stream zero pressure gradient smooth bottom boundary layer.

y/δ F F ′ y/δ F F ′ y/δ F F ′

0.03 0.0084 0.000 0.10 0.0400 0.000 0.60 0.1272 1.008
0.05 0.0148 0.000 0.15 0.0728 0.009 0.70 0.1296 1.156
0.06 0.0180 0.000 0.20 0.0880 0.074 0.80 0.1340 1.182
0.07 0.0232 0.000 0.30 0.1080 0.277 0.90 0.1224 1.182
0.08 0.0272 0.000 0.40 0.1192 0.525 0.95 0.1056 1.182
0.09 0.0220 0.000 0.50 0.1252 1.008 1.00 0.0744 1.182

the δ of Coles. Experimental examples of boundary layers treated either through the Coles
distribution or the PDT distribution are reported in the authors’paper (Gualtieri et al., 2004).

Before going on with other questions, it is worth noting a few works that represent
some fundamental milestones with regard to the study of boundary layers. First of all, we
have to remember the very recent 8th English edition of Schlichting work (Schlichting and
Gerstein, 2003). Two very important reviews, which appeared in the last few years, are
those by Sreenivasan, in 1989, and Gad-el-Hak and Bandyopadhyay, in 1994. Finally, the
review by George and Castillo, dated 1997, was not a traditional one, as it established a
theory and experiment evaluation methodology based entirely on the averaged Navier-Stokes
equations: a methodology which was applied to the fundamental zero pressure gradient
equilibrium boundary layer.

10.1.1.3 Local boundary layer experimental surveys

The greatest part of international boundary layer research deals with air boundary layers
obtained in air gallery devices. Nonetheless, there is some research on water boundary
layers, one author who recently carried out research being Balachandar. His works deal
either with standard boundary layers, created through a flat plate inserted within a water
current {within which we can recall, for instance, the initial one (Balachandar et al., 2001)},
and with boundary layers created through a new technique, directly within an open channel.
Because of the proximity of this technique to the one used by the authors, in particular by
one of the authors since 1983 (Greco and Pulci Doria, 1983), many of the former author
papers, relative to this subject, are here cited (Balachandar and Ramachandran, 1999; Tachie
et al., 2000; Tachie et al., 2001; Tachie et al., 2003).

Also the authors of the present Chapter worked in previous years on boundary layers with
free-stream turbulence (Gualtieri and Pulci Doria, 1997, 1998a, b, 1999, 2001, 2003; Pulci
Doria 1991), performing their experimental tests in a water boundary layer instead of air.

The papers produced dealt with the influence of free-stream turbulence on boundary layer
thickness and the main statistical turbulent quantities, and on the possibility of conceiving
a particular boundary layer model. In particular, some of them (Gualtieri and Pulci Doria
1998b; Pulci Doria 1991) dealt with the mean velocity distribution problem. The boundary
layers investigated were always equilibrium boundary layers with zero value of piezometric
head gradient.

The important characteristic of the experimental equipment used by the authors was that
the boundary layer was obtained on the bottom of a rectangular channel, coming out from
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Figure 10.2. Overall view of the plant.
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Figure 10.3. Scheme of the experimental plant.

a tank. This is an alternative way to obtain boundary layer streams. This type of flow was
first used some decades ago by Russo Spena (Russo Spena, 1954, 1957).

In particular, in order to carry out the experiments, the plant shown in Figs. 10.2 and 10.3
was used.
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The main device of the experimental plant was a channel 4 m long and 15 cm wide, with
variable slope, with Plexiglas walls and bottom, coming out from a feeding tank supplied
by a circulation pump, which took water from the drain tank downstream.

The tank fed the channel through a rectangular adjustable sluice gate. The inlet towards
the sluice gate was modelled through a suitable Plexiglas device.

In this channel, it was possible to measure the height of the water in the tank, the height
of the sluice gate, the slope of the channel, as well as the height of the water in every cross
section of the channel itself.

In the first sections of the channel, a boundary layer was generated on the bottom.
The boundary layer thickness increased in the subsequent sections along the channel, till

it reached the same value as the height of the circulating flow, at a distance, from the inlet
of the channel, depending on the dynamic characteristics of the flow itself.

Attention was paid to way in which the boundary layer was generated, in order to ensure
that what was being dealt with was an effective standard boundary layer stream.

As a matter of fact, in a standard boundary layer, as already stated in paragraph 10.1.1.1,
the free-stream thickness should be very large (in theory, infinitely large) and the stream
under investigation should be very wide (in theory, infinitely wide), in order to avoid
the effects of lateral walls. Otherwise the flow in the channel investigated might not be
considered to be a real standard boundary layer.

Nevertheless, even if these conditions are not met, that such a stream could be considered
indeed a standard boundary layer had been confirmed in some past studies by one of the
authors, since the years of his first major paper about this matter (Greco and Pulci Doria,
1983). The agreement among the distributions of the main statistical characteristics of the
turbulence, obtained in these types of streams and those found in literature with reference
to standard boundary layer air flows confirmed this. This agreement has been consistently
confirmed in subsequent papers by this author.

Recently, the authors of this Chapter, in order to go deeper into the matter, performed
a specific measurement survey (Gualtieri et al., 2004). The object of the survey was to
experimentally and directly verify that the stream, in a channel coming out from the tank
through a rectangular orifice, like the one in Figs. 10.2 and 10.3, is really an equilibrium
boundary layer with turbulent free-stream.

In order to develop such direct verification, the authors set up the experimental equipment
in the following way. Four different flow conditions were established in the channel char-
acterized by different openings of the sluice gate and, therefore, by different values of the
height in the vena contracta and the free-stream thickness. The head on the vena contracta
was kept constant in the four conditions, so that the free-stream velocity was the same in
every flow condition. Consequently, the flow-rate was different in the four flow conditions.
The bottom of the channel had always a suitable slope to make the free channel surface
horizontal (in particular it was always the same). Therefore, the piezometric head of water
flow on the bottom was constant along the channel, and consequently, the boundary layers
were in equilibrium. In particular, in Table 10.2, the four values of the channel slope, the
head in the tank on the vena contracta, the height in the vena contracta, the flow rate, the
velocity in the free-stream are scheduled for each flow condition (run).

In each flow condition (run), the water stream was investigated in four streamwise loca-
tions (test sections) in the channel, 20 cm, 30 cm, 40 cm and 50 cm downstream of the flow
inlet. In particular, measurements of local mean velocity distributions, in the vertical axis
of each test section, were performed through velocity measurements at many experimental
points (almost twenty) for each vertical axis, using an LDA system with a tracker and a
frequency-shifter.

Afterwards, all the mean velocity data, in the four runs and relative to the four test sections,
were collected in a single diagram (Fig. 10.4). In particular, following some experimental
data, in each test section a δCOLES and a δPDT value, not depending on the particular run,
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Table 10.2. Flow characteristics.

Run Slope Head(cm) Height in vena contracta(cm) Q(dm3/s) u0 (m/s)

Run 1 0.25% 10.34 4.62 9.87 1.424
Run 2 0.25% 10.34 5.56 11.88 1.424
Run 3 0.25% 10.34 3.68 7.86 1.424
Run 4 0,25% 10.34 3.02 6.45 1.424

�14

�12

�10

�8

�6

�4

�2

0

0.01 0.1 1 10 100

Experimental data
	�0.16

97% u0 line
99% u0 line

y/d

(u
�

u
0)

/u
*

u´
0
/u*�0.91

Figure 10.4. Experimental data, Coles and Pulci Doria—Taglialatela wake laws for any section and in all runs.

had been chosen. Finally, both the Coles and Pulci Doria-Taglialatela laws were drawn in
the diagram: a 0.16" value was chosen for the first one, and a 0.91 value of the ratio u′

0/u
∗

for the second one.
It can be observed that both laws fit well the experimental data, especially in proximity

of the frontier between the boundary layer and the free-stream; that is, where the influence
of the turbulence in the second one is stronger.

On the basis of all the results of this research, it was possible to state that the four flows
considered (relative to different sluice gate openings) were equilibrium boundary layer
streams (with turbulent Recovery Layer). In particular:

1) The slopes of the four flows, needed to keep piezometric head constant, were always
the same;

2) The experimental local mean velocities, in the four test sections and in the four flow
conditions, superimposed perfectly.

Therefore, these two results showed that, even giving an infinitely thick free-stream, the
channel slope and velocity distribution properties would always be the same. Moreover:

3) The four currents behaved as equilibrium boundary layers in their non dimensional
velocity distributions relative to different test sections superimposed on one another;

4) For all the four currents, the experimental local mean velocities fitted well with classical
velocity distribution laws in a boundary layer.



Boundary Layer Development Over Rigid Submerged Vegetation 249

Without doubt, these currents presented all the characteristic behaviours of equilibrium
boundary layers (with turbulent free-stream).

A last observation about these measurements is that, in some cases (lower streams and test
sections far from the inlet), the stream height does not approach the height of the chosen δ
values: nevertheless, the stream (up to the height to which it arrives) behaves as a boundary
layer in any case, and this property will be widely used in what follows.

10.1.2 The vegetated surfaces

10.1.2.1 The problem of currents flowing over vegetated beds and the different possible
vegetation models.

The study of the effects that the vegetation in the natural and artificial beds has on the
characteristics of the stream flowing down in them (with particular reference to the flow
resistance and to the flow rate) can be traced back to Chézy, who devoted himself to it at
the end of the eighteenth century.

Typical examples of the effects of vegetation on water flow are the following ones: the
decrease of the water velocity and the raising of the water levels i.e. the reduction of flow
discharge capacity; the encouragement of the deposition of suspended sediment; the change
of the magnitude and the direction of the currents within the channel, causing or reduc-
ing local erosion; the interference with the use of the water for conveyance, navigation,
swimming and fishing.

Such effects depend mainly on height, density, distribution and stiffness and type of
vegetation. These characteristics may change with the season, e.g. the flow resistance may
increase in the growing season and diminish in the dormant season.

Much of the earlier studies on the hydraulic effects of vegetation were concentrated
on determining roughness coefficient rather than obtaining a better understanding of the
physical processes. Typically, a conventional method considered for head loss evaluation
in vegetated channels was to select a suitable value of Manning’s roughness coefficient n,
which grouped all the sources of flow resistance, including vegetation (Chow, 1959).

Anyway, in the past, vegetation on river beds has been considered just as a source of flow
resistance, and for this reason it has been usually eliminated.

Now, vegetation is no longer regarded merely as an obstruction to the movement of the
water, but rather as a means for providing stabilization for banks and channels, habitat and
food for animals, and pleasing landscapes for recreational use. Therefore the preservation
of vegetation is of great relevance for the ecology of natural and artificial systems. For this
reason, the study of the effects of vegetation on the hydrodynamic behaviour of the rivers
represents one of the most basic knowledge required by engineers.

Recently mean flow and turbulence characteristics in presence of vegetation have been
studied especially in presence of vegetation for the case of atmospheric flows over plants
canopies. One of the main motivations was for understanding the transport processes in
natural environments.

The developments of this research topic have given raise to interesting effects regarding
the hydraulic research on vegetated open-channel flows. Consequently, numerous studies
both experimental and numerical, have been carried out in order to examine closely not only
the problems relative to the determination of the flow resistance of the streams on vegetated
bottom, but also the main hydrodynamic characteristics of these streams, as the mean flow
and the turbulent structures, and, therefore, the related transport processes of pollutants,
heat, sediments.

With reference to the kind of vegetation, the investigations may be classified into two
groups, the first one relative to rigid vegetation, the second one relative to flexible vegetation.
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Rigid vegetation may be modelled through wooden or metallic cylinders, or through natural
plants; flexible vegetation may be modelled through plastic strips or through grass or other
vegetation types. Moreover these models of vegetation may have different densities, and the
effects of wholly or partially submerged vegetation may be examined.

Usually, these studies are concerned with uniform or steady flows.
In (Lopez and Garcia, 1997), a brief review of the works concerning the interactions

between vegetation and either atmospheric or free-surface flows is reported.
In the following paragraphs 10.2 and 10.3 of this Chapter the effects on a turbulent bound-

ary layer flow of two different models of rigid fully submerged vegetation will be described.
The first model is realized through brass cylinders of different heights and densities, arranged
in rectangular or square shapes; the second one is realized through a synthetic grass carpet.

Therefore, it has been deemed suitable to report a brief review of the more recent papers
concerning the effects of fully submerged rigid vegetation on uniform or steady flows.

10.1.2.2 Literature review about rigid fully submerged artificial vegetation

As stressed in previous paragraph 10.1.2.1, here a brief review of the recent papers con-
cerning the effects of fully submerged rigid vegetation on uniform or steady flows will be
exposed. Sometimes also cases of partially emerging vegetation, or flexible vegetation will
be also considered, if suitable to better clarify either the more important (for our sakes)
previously considered cases or the specific authors thoughts. The main part of the papers
regards clearly artificial vegetation; only a few ones are devoted to natural like vegetation.

It is suitable to stress, once and for all, that in describing the different authors’ papers,
often their own words have been used, for the sake of signify their thought in the better way
it would be possible.

Every paper that has been examined and deeply described is reported in the following
through authors names and publication year. Sometimes the actual papers description is
preceded by a brief record of its background The papers are referred in their temporal
sequence, so that a kind of a vegetation researches history is generated.

(Tsujimoto et al., 1992)
The interactions between flow and vegetation differ for different species of water plant.
When the vegetation layer over a bed is thin and the flow inside the vegetation is negligible,
the bed may be treated as a rough bed. But, when the vegetation layer is thicker and the
flow inside the vegetation cannot be neglected, the interaction between the faster flow over
the vegetation and the slower flow inside the vegetation must play an important role in the
turbulence.

In (Tsujimoto et al., 1992), this thicker vegetation case is investigated, as regards to rigid
plants. The turbulence characteristics of a uniform flow developing in an open channel,
with vertical rigid cylinders of the same diameter and height, set at equal spacing in a
square pattern, as model of thicker rigid vegetation, are experimentally investigated in a
laboratory flume. Based on the experimental data, the classical turbulence model (mixing-
length model) is modified by focusing on the interaction between the flows over and through
the cylinders to describe the velocity profile from the flume bed to the water surface.

In this study the “projected area of vegetation per unit volume of water in the flow
direction” (dimensionally [L−1]) is defined “so small” that the net and the apparent velocities
of the flow in the vegetation layer can be considered equal.

The results obtained, neglecting the bottom shear stress in comparison with the additional
resistance due to the vegetation, can be summarized as follows. When the flow depth is
smaller than the vegetation height, there is a uniform velocity in the vegetation layer and
the Reynolds stress is zero; the turbulence intensity is not zero but it is very small.
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When the flow depth is larger than the vegetation height, the turbulence characteristics
in the free-surface flow region are little affected by the vegetation layer, while, the flow in
the vegetation layer is strongly affected by the faster surface flows.

In particular, at the interface between the vegetation layer and the surface-flow region, the
profiles of the velocity distributions show an elbow, the profiles of the turbulence intensity
and Reynolds stress show a peak, indicating that the flow is characterized by the shear at
this level, and suggesting an active momentum exchange there.

The profiles of the induced velocity and Reynolds stress in the vegetation layer are roughly
approximated by exponential functions, with exponents respectively β and α representing
the turbulent structure in the vegetation layer, and with the presence of two parameters,
uk and τk , representing, respectively the velocity and the shear intensity at the interface
between the vegetation layer and the surface-flow region.

The β and uk values also determine the boundary conditions for the velocity and the
velocity gradient at the interface between vegetation layer and surface flow region.

With the induced velocity profile in the vegetation layer approximated by an exponential
function, a method to correct the energy slope, which is difficult to determine experimentally,
is proposed. This correction results in a reduction in the scatter of the data, showing the
relations among α, β uk and τk .

An analytical model describing the turbulence structure in the vegetation layer, which
leads to relations among α, β and uk was derived by assuming the Reynolds stress distributes
exponentially in the vegetation layer

(Shimizu and Tsujimoto, 1994)
In (Shimizu and Tsujimoto, 1994), the characteristics of a turbulent flow developing over a
submerged vegetated layer are numerically analyzed with a k–ε turbulence model.

In order to describe the boundary accurately, the flow within a vegetation layer cannot
be treated as a two dimensional flow. Thus the equation governing the flow was spatially
averaged as in a porous medium and the effect of individual roughness elements was taken
into account, neglecting the geometry of individual vegetation elements, by an averaged
local drag force (averaged in a calculation mesh). Therefore, the presence of individual
vegetation elements was accounted for the spatially averaged drag force acting upon indi-
vidual elements. Such a technique was introduced in analyzing canopy flow in the field of
meteorology by (Wilson and Shaw, 1977).

Then the modified equations were obtained by adding the drag terms due to vegetation not
only to the momentum equation, but also to the k–ε turbulence model standard equations.

The calculations based on the present model were executed for uniform flow conditions in
an open-channel vegetation, and the results were compared with turbulence measurements
made in flume (Tsujimoto et al., 1992), in order to determine the numerical values of the
parameters involved in the model, and to certificate the applicability of the model for flow
over vegetation layers with different densities.

Not only the velocity profiles but also the statistical properties of turbulence can be
described by the calculation based on the present model, where the specified model parame-
ters can be rather universal, at least under the conditions of flow with idealized homogeneous
vegetation. In fact, varying pattern of vegetation may bring about heterogeneous flow, often
with secondary currents.

Moreover the calculated results were consistent with previous analysis, where an expo-
nential distribution of the Reynolds stress in the vegetation layer was assumed, and the
macroscopic force balance was considered in the vegetation layer, while a mixing length
model was applied to the surface flow.

The present model was also applied to unestablished flow over a vegetation layer. In
fact, when the flow is introduced to the vegetated bed, a transient process occurs where
the turbulent characteristics change longitudinally until they reach an equilibrium state
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sufficiently downstream. The longitudinal changes of the profiles of mean velocity and
Reynolds stress in the transient process were calculated by assuming, for simplicity, that the
water surface elevation is parallel to the bed.

The comparison between calculated longitudinal change of the mean velocity profile
and the measured data demonstrates the applicability of the model to non uniform flow
conditions. The comparison of the calculated Reynolds stress distribution with the measured
one shows that the present model can also explain the transient change of Reynolds stress
distribution.

Therefore, the numerical results showed a good agreement with the measurements in the
flume where the depth in the vegetated reach was tried to be kept as constant as possible and,
therefore, the comparisons demonstrate the applicability of the model also to non-uniform
conditions.

The study suggests that the proposed numerical model can be considered a good
representation of flow over a vegetated bed.

(Kutija and Hong, 1996)
In (Kutija and Hong, 1996), a numerical model is described, developed to help in deepening
the understanding of flexible submerged vegetation-induced resistances in steady uniform
flow, and, in particular, by following the effects of the various parameters involved. The
basic model is a one-dimensional vertical mixing model which is coupled to the equation of
conservation of momentum in the horizontal direction. It is used as a tool for investigating
the influences of different parameters on the total resistance. The model addresses both rigid
and flexible vegetation. In case of rigid vegetation, the most significant parameters are the
properties of the height, the diameter and the density of the vegetation itself. In case of
flexible vegetation, the role of the reed height is taken over by the effective reed height,
which depends on the bending of the reed itself, due to the flow of the water.

The shear term is approximated within this model in two ways. In the surface flow layer,
it is modelled as a turbulent shear stress approximated by a mixing length theory; in the
vegetation layer, it is modelled according to the eddy-viscosity theory.

But comparing data from inflexible vegetation (Tsujimoto and Kitamura, 1990) with
the results of the model, it became obvious that the eddy-viscosity approximation was not
suitable for the whole height of the vegetation layer, especially near the tip of the reed, but
only for a part (p) of the height of the vegetation layer, which is influenced by the density,
the diameter and the stiffness of the reed. The rest of the height of the vegetation layer was
modelled in the same manner as the surface flow.

In case of flexible vegetation, the effective height of any representative reed used in the
evaluation of the drag force is influenced by the bending of the reed due to the flow of the
water. The deflection of the reed can be calculated according to the standard cantilever beam
theory (e.g. Timoshenko, 1955). As result of the bending, the effective height of vegetation
is reduced, which means that the height over which the load is acting is also reduced and
this reduced load causes less bending that would result with the full effective reed height:
it is necessary to use an iterative procedure, which is stopped when a prescribed difference
between the load height and the effective reed height is reached. It is obvious that in case
of flexible vegetation the additional flow resistance is a result of more complex interactions
than in case of rigid vegetation. Therefore, further study should be directed to establishing
the interrelationship among the effective height of vegetation and the reed properties.

The additional force term due to vegetation, in the layer above the vegetation is equal to
zero, while in the vegetation layer it is defined as a function of the density of reeds, the flow
velocity, the drag coefficient, the diameter of one reed and the effective height of vegetation.

Some data from (Tsujimoto and Kitamura, 1990) were used for verification of the model
with fixed, inflexible vegetation, due to the lack of experimental data relative to flexible
vegetation.
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In order to describe the influence of different parameters on the flow resistance, a simple
example is used, relative to conditions present in floods planes of the river Rhine in the
Netherlands. The Authors observe that they do not introduce dimensionless combinations
of the variables involved in the model, in order to leave all such possibility open at this
stage. The influence of each parameter involved in the model is investigated by changing
one parameter at time from the initial set of data and comparing the results with the ones
obtained by the initial set of data. However not all these parameters are independent of each
other. That means that when only a parameter is changed and all the others are kept constant,
a not fully realistic situation might be obtained, which might lead to premature and possibly
incorrect conclusions.

It results that the computational parameters as the grid step and the time step do not much
influence the flow resistance; the hydraulic parameters as the water depth influences the flow
resistance; the Chézy coefficient does not much influence it; the parameters connected with
the turbulence model as p and α (an empirical coefficient) influence the flow resistance; the
reed geometries and characteristics as the density, the height, the diameter and the stiffness
are important parameters for assessing the flow resistance.

Once calibrated, the model can be added, as a module, into an existing two-dimensional
nearly-horizontal flow model.

However, the model still needs to be verified using field measurements taken in presence
of flexible vegetation.

(Klopstra et al., 1997)
In (Klopstra et al., 1997), results from studies on hydraulic roughness of vegetation reported
in literature are used for development and verification of a physically based model of vertical
flow velocity profile and hydraulic roughness of submerged tall vegetation such as reeds.
The velocity profile of submerged vegetation is treated separately for the vegetation layer
and the surface flow region. The two profiles are smoothly matched through boundary
conditions at the interface.

For the vegetation layer, the Authors start from the momentum equation, assuming
uniform and steady flow. The turbulent shear stress can be described by the concept of
Boussinesq. In conformity with the turbulence models described in (Rodi, 1980) the eddy
viscosity is assumed to be characterised by the product of a velocity scale and a length scale
of the large scale turbulence, which is responsible of the vertical transport of momentum.
In conformity with (Tsujimoto and Kitamura, 1990), the characteristic velocity scale is
assumed to be represented by the flow velocity distribution. The characteristic length scale
α is assumed to be independent of z. Transforming and solving the momentum equation,
the velocity profile for the vegetation layer is established. The only unknown parameter is
the characteristic length scale α.

For the surface flow region the Prandtl’s mixing length model is adopted, resulting in the
well-known logarithmic velocity profile. The virtual bed level of such a profile does not
coincide with the top of the vegetation but appears to lie under that level.

From the average flow velocity in the vertical, which follows from the integrals of the
velocity distribution in the vegetation layer and in the surface flow region, the hydraulic
roughness expressed as the value of Chézy coefficient, can be obtained, through a complex
explicit expression, when vegetation characteristics, water depth and characteristic length
scale α are known.

The model verification is assessed in two successive steps: (1) comparison with measured
flow velocity profiles from flume experiments by varying the characteristic length scale α
in such a way that the shape of the measured velocity is represented; (2) comparison with
measured hydraulic roughness values from flume experiments.

The first verification step shows that the characteristic length scale α is not independent
of z. To make the analytical model generally applicable, α has been correlated to hydraulic
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and vegetation characteristics as the water depth and the height of the vegetation elements.
With this relation for α, the model is tested again and the comparison among the hydraulic
roughness values calculated with the model and the corresponding ones measured from
flume experiments reported in literature, is good.

Models results for field situations show that , under certain conditions, e.g. α exceeds
the values for which the relation for α was fitted, the calculated virtual bed level appears
to lie up the top of the vegetation. This, in combination with the resulting low Chézy-
values, shows the need for additional research either on the validity of the modelling
concepts or on the relation for α. This study should be combined with a profound field
measurement program (or on large scale flume experiments) so as to validate the study
results.

(Meijer and van Velzen, 1998)
In (Meijer and Van Velzen, 1998), the physically based model developed by (Klopstra et al.,
1997), that predicts the vertical flow velocity profile in the vegetation layer and in the
surface flow region separately, and the hydraulic roughness of submerged vegetation, is
considered. It is a physically based model, with one empirical parameter (the characteristic
turbulence length scale α), to be determined by physical model tests. Different shear-stress
descriptions are applied for the vegetation layer and the surface flow region. The analytical
model had been validated by results from literature, based on scale model tests. It had not
been validated for field condition yet, due to the lack of data.

In this paper an extensive set of flume experiments on prototype-scale, carried out in
1997 and 1998, is discussed, in order to verify the applicability of the analytical model for
fields conditions. Vegetation is simulated, respectively, in 1997 with steel bars, in 1998 with
natural reeds, as verification in a more realistic situation. The density is defined as bars
or reeds per m2; their values were, respectively, 256 and 64 bars per m2, and 256 reeds
per m2.

The results of the flow measurements carried out using steel bars, show that the analyt-
ical model describe the measured flow profiles quite well and moreover, on the basis of
the experiments, the prediction of the empirical parameter is improved. In particular, the
dependence of α on the water depth and on the vegetation height, is confirmed, although
through a different relation, while the α-value is proved to be independent of the vegetation
density. The comparison among the Chézy hydraulic roughness values calculated with the
model and the corresponding ones measured on prototype-scale flume experiments, is good,
due to the fact that the Chézy coefficients are relatively insensitive to deviations in α value.
Therefore the α parameter is the empirical element in the analytical model with the highest
uncertainty.

According to the Authors, the tests with the steel bars can be considered as fundamental
research, whereas the tests with the natural reed should be regarded as a verification of a
more realistic situation. The results of the flow measurements carried out using natural reed
show that near the surface the velocities seem to be somewhat underestimated. It should
be noticed some unresolved questions as that the α-function validated for steel bars, is not
necessary valid for the natural reed and that an average reed height might not represent the
varying reed height well.

Anyway, although the model does not incorporate the effects of variable diameters and
heights, tufts and the bending of the reed stalks, the results seem to confirm the applicability
of the model for the prediction of the hydraulic roughness of natural reed vegetation.

Moreover the Authors point out that in these studies only the average flow velocity in
one direction was involved. There are still a lot of unused data available in the other two
dimensions which can be used, e.g., for improve the α-function, involving the turbulent
characteristics.
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(Lopez and Garcia, 2001)
In (Lopez and Garcia, 2001), the ability of numerical algorithms, based on two equation
closures of turbulence (k–ε and k–ω formulations), to model the mean flow and the turbu-
lence structure in open-channel flows with rigid, submerged vegetation is studied. From a
mathematical point of view, the flow of water through and above vegetation presents new
challenges due to the 3D nature of the turbulence, which represents a highly nonhomo-
geneous flow field. From an engineering perspective, a 1D description of the problem is
commonly desirable.

A methodology to transform the 3D problem into an 1D framework, developed for
atmospheric flows through plant canopies by (Raupach and Shaw, 1982), were applied to
vegetated open channels. In particular, (Raupach and Shaw, 1982) proposed two schemes,
by averaging the conservation equations over space and time.

In particular, in the first one (scheme I), the equations that describe the instantaneous
flow field are locally time averaged over an horizontal plane large enough to obtain mean
values independent of spatial variations due to the turbulence and the canopy structure. In the
second one (scheme II), the three dimensional flow structures is first locally time averaged,
to filter fluctuations due to the turbulence, and then spatially averaged to eliminate variations
in space, due to the canopy structure.

With this methodology, drag related terms arise as a consequence of the averaging proce-
dure, and it is clear that the simple addition of drag related to body forces in the momentum
equation is incorrect, since the dispersive fluxes are not included. The budget of turbu-
lent kinetic energy, irrespective of the averaging scheme, is composed of sources, sinks
and transport terms. Two characteristic processes act as turbulent kinetics generators, i.e.,
transferring energy from larger scales (either mean flow or larger eddies) toward turbulent
fluctuations in space or time at smaller scale: (1) the work of Reynolds and dispersive
stresses against mean velocity gradients, which contribute to the generations of fluctuations
in time and spatial perturbations of time-averaged velocities; (2) the work of mean flow or
large eddies against pressure differences due to obstacles.

There are two limiting cases worth being analyzing. The first one is considered in the
already remembered work of Raupach and Shaw (1982) and concerns the case when
the length scale of canopy elements (and of their wakes, or in other words the scale
of the wake-generated turbulence) is much larger than the Kolmogorov microscale, so that
the viscous term becomes negligible. In this situation, the work of the mean flow against pres-
sure differences becomes equal to the wake-production term for the turbulent fluctuations
in time.

The second one concerns the case when the length scale of canopy elements (and of their
wakes, or in other words the scale of the wake-generated turbulence) is much smaller (or
even of the order of ) than the Kolmogorov microscale. In this situation almost all the energy
is spent in the generation of spatial fluctuations, and is therefore directly dissipated into
heat. In this situation, there is a negligible contribution from the wakes to the spatial average
of the turbulent fluctuations in time.

The first one of these situations seems to be common to atmospheric flow, whereas the
second situation is more common to water flows with relatively low plant concentrations.
This is reasonable, considering the Kolmogorov microscale is smaller in air than in water.
In addition, the characteristic length scales of canopy elements in atmospheric flows can be
expected to be in general much larger than those found in water flows.

The numerical closure schemes selected for the study are the k–ε and the k–ω models.
Following the common practice in turbulence closure schemes, it is assumed (and exper-
imentally validated) that the total averaged vertical turbulent transport of longitudinal
momentum, in the presence of vegetation, can be modelled using an eddy viscosity approach.
Boundaries conditions at the bed account for the presence of vegetation, and algebraic
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expression to estimate the different components of the Reynolds stress tensor (proposed by
(Rodi, 1976)), was slightly modified for the extra turbulence generation due to the plants.

Numerical results were compared to experimental observations on mean flow and turbu-
lence structure of open channel with cylindrical wooden dowels (arranged in a staggered
pattern with variable density, expressed as frontal area of obstructions per unit volume), to
simulate rigid, submerged vegetation, made at the Ven Te Chow Hydrosystems Laboratory,
University of Illinois.

Both models accurately predicted experimental observations on mean flow and turbulent
quantities (up to the second-order statistics), and provided very good representation of the
production, inertial diffusion, and dissipation terms in the turbulent kinetic energy budget.
No significant difference was found between the numerical performance of either model.
Flow resistance measured in terms of Manning’s n, shows an almost constant value close to
one corresponding to non-vegetated channels up to some threshold plant density. A linear
increase is observed once this limit is exceeded. This work shows the need to average flow
measurements taken in vegetated waterways in both space and time to obtain meaningful
observations. The challenge for future work is to extend the predictive capabilities of the
numerical models developed for “idealized” vegetation to the case of natural one.

(Stone and Tao Shen, 2002)
Well-established flow resistance formulas, have long been used to analyze river flows.
However, the resistance characteristics of relatively smooth boundaries roughened with
large roughness elements are not well understood.

Flow resistance due to cylindrical roughness can provide a better understanding of the
resistance in vegetated channels. Many studies attempted to extend the conventional flow
resistance formulas to account for the effect of vegetation with empirically determined
resistance coefficients. However, those studies were not able to provide methods applicable
to a wide range of vegetation conditions.

Moreover, the understanding of flow resistance in channels with rigid vegetation stems
provides the basis for analyzing flow resistance with flexible stems. Kutija and Hong (1996),
as already remembered, demonstrated that formulas developed for rigid vegetation could
be extended to include the effects of stem flexure by an iterative method using a simple
cantilever beam theory.

Recently, most studies focused on velocity profiles and turbulent characteristics of
vegetated channel instead of developing resistance laws and conveyance formulas.

In this paper, the hydraulics of a flow in an open channel with circular cylindrical rough-
ness is experimentally studied. The laboratory study consists of an extensive set of velocity
profiles for flow with emergent and submerged cylindrical stems of the same height and
of various diameters. The stems are distributed with staggered geometries, with different
concentrations (defined as the number of stems per unit bed area).

Open channel flow with submerged cylindrical roughness can be envisioned as two inter-
acting flow layers: the roughness layer or the stem layer, which is the lower layer containing
the cylindrical stems, and the surface layer, above the stem layer, containing no part of the
roughness.

An emergent condition can be considered as a limiting condition of a submerged one with
no surface layer.

In general, the flow velocity in the stem layer is significantly smaller than in the surface
layer, due to the drag imparted by the stems. The effect of the bed friction on the shape of
the velocity profile is important only very near the bed where the profiles decrease to zero.

Due to the interaction of the surface and the stem layers, the submerged condition is much
more complicated than the emergent condition.

Consider a steady, uniform, open channel flow with submerged cylindrical stems of equal
length distributed uniformly over the channel bed. For a control volume of unit bed area
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extending from the bed to the water surface, the momentum balance in the streamwise
direction gives that the streamwise component of the weight of the water mass can be given
by the resistance due to the drag around the cylinders within the stem layer and the bed shear
stress. The area concentration is the fraction of the bed area occupied by stems, expressed
through the number of stems per unit plan area of bed and the stem diameter.

The stem drag force per unit bed area is expressed through the drag force for a single
cylinder in an array of identical cylinders, and the depth-averaged velocity of the constricted
section in the stem layer. Therefore, the drag force is expressed in term of the velocity in
the stem layer, instead of the often-used apparent vegetation layer velocity defined as the
discharge in stem layer over the gross cross-sectional area. Moreover, in this study bed
friction is included for completeness, although it is generally amounted to less than 3% of
the total channel resistance.

Therefore, the friction slope of the channel flow may be considered as composed of
contributions from bed resistance and stem resistance.

The expression of the apparent vegetation layer velocity can be rewritten in terms of the
velocity in the stem layer. Moreover, it is hypothesized a relationship between the channel
velocity (called apparent channel velocity) and the maximum velocity in the stem layer.
Combining these expressions it is obtained a flow resistance formula based on the stem drag
coefficient and a velocity coefficient.

Experimental data are used to determine these coefficients and to validate the preceding
analysis.

In particular, the emergent flow data are used for drag coefficients calculations because
there is no surface layer to complicate the analysis. An average value of the coefficient
is determined. Moreover, it is used to calculate the apparent vegetation layer velocity and
the results were compared with measured values for the emergent as well as submerged
cases, obtained from this investigation and those from Fenzl (1962) and Tsujimoto and
Kitamura (1990), including a wide range of roughness and hydraulic conditions. It is showed
a generally close agreement between the calculated and the measured values of the apparent
vegetation layer velocity values.

The velocity coefficient is calculated. An examination of the flume data suggested that it
may be proportional to the wetted stem length/flow depth ratio. To verify this, all the data
from the present study, as well those of Fenzl (1963) and Tsujimoto and Kitamura (1990)
are plotted together, using dimensionless variables, including both emergent and submerged
conditions and a wide range of roughness and hydraulic conditions.

Therefore, a flow resistance formula is obtained for channels with cylindrical roughness,
valid for both emergent and submerged cases.

The effect of vegetation flexibility is not considered in this study. Therefore, additional
research would be desirable to validate the applicability of the rigid vegetation model
developed in this study to flexible vegetation conditions.

(Cui J. and Neary V.S., 2002)
Vegetation causes flow resistance and affects local flow and turbulence properties, including
the local streamwise velocity and the shear stress distribution.

Field and laboratory investigations have related vegetative resistance parameters, such
as drag coefficients and Manning’s n values, plant properties, including height, density
and flexibility (e.g. Kouwen and Unny, 1973; Shimizu and Tsujimoto, 1994). This infor-
mation has aided the development of semi-empirical formulas for calculating bulk flow
parameters and spatially averaged velocity profiles (Klopstra et al., 1997; Freeman et al.,
1998).

Elucidations of more complex flow and transport processes requires more detailed inves-
tigations, namely measurements and modelling of vertical and transversal profiles of
flow energy and turbulence properties. Such investigations require advanced experimental
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instruments (e.g. LDA and PIV) and CFD modelling techniques (e.g. Reynolds averaged
Navier-Stokes (RANS) and Large Eddy Simulation (LES)).

Computational fluid dynamics (CFD) models that describe open channel flows with veg-
etative resistance have only recently been developed (Shimizu and Tsujimoto, 1994; Lopez
and Garcia, 1998; Tsujimoto and Kitamura, 1998; Neary 2000, Fischer-Antze et al., 2001).

These models close the RANS equations using two-equation isotropic turbulence models.
With the exception of Neary (2000), who employed the near-wall k–ωmodel, the remaining
investigators used the more popular k–ε with the near-wall functions. Such models provide
detailed localized descriptions of the flow and the turbulence field, including profiles of the
streamwise velocity and Reynolds shear stress, but provide only limited descriptions of the
turbulence field.

The present work considers fully developed flow with simulated rigid vegetation as inves-
tigated by Shimizu and Tsujimoto (1994) in their laboratory study. The objectives are: (1)
to validate a LES model with the experimental measurements of Shimizu and Tsujimoto
(1994); (2) to investigate the effects of the vegetation layer on the turbulence field, including
the turbulence intensities and the anisotropy of the Reynolds stresses.

The LES model developed by (Cui, 2000) is modified to include vegetative drag terms in
the streamwise momentum equation. Near the bed and the edge of the vegetation layer, the
mesh is densely distributed to resolve the step gradients of the mean flow and turbulence
properties.

As with the RANS models, LES provides reasonably good predictions for the verti-
cal velocity profiles and the Reynolds shear stress, when compared to the experimental
measurements. LES also provides reasonably good results for the streamwise turbulence
intensity. Neither model predicts the bulge in the measured streamwise velocity profile near
the bed. The bulge in the measured streamwise velocity profile near the bed is most likely
due to the streamwise vorticity produced by individual vegetation elements, and can not be
resolved with the present model representation. A refined model that solves the flow around
individual vegetation elements should therefore provide better agreement in this region.

(Neary V.S., 2003)
Numerical modeling studies by Shimizu and Tsujimoto (1994) and Lopez and Garcia
(1997) are representative of recent attempts to simulate steady uniform flow through rigid
submerged vegetation of uniform density.

These models close the RANS equations using the standard k–ε turbulence model with
wall functions. They introduce a sink term representing vegetative drag to the RANS
equations.

The k (turbulent kinetic energy) and ε (dissipation) transport equation were also modified
by introducing the drag-related turbulence production terms.

Differences between these two numerical modelling studies relate to the treatment of the
drag coefficient and the weighting coefficients. For the drag coefficient, Lopez and Garcia
(1997) kept it constant; citing the experiments of Dunn et al. (1996) whereas Shimizu and
Tsujimoto (1994) adjusted its value in a range, to achieve a good fit with measured velocity
and Reynolds stress profiles. For the weighting coefficients, Lopez and Garcia (1997)
selected values (based on a theoretical argument first presented by Burke and Stolzebach
(1983)) different from the corresponding ones selected by Shimizu and Tsujimoto (1994)
(based on calibration).

Comparing these two numerical model studies is somewhat arbitrary due to the different
approaches used for selecting the model coefficients.

The objective of (Neary V.S., 2003) work is to develop and validate a CFD model that
employs a near-wall k (turbulent kinetic energy) and ω (specific dissipation or dissipation
per unit kinetic energy) turbulence closure that calculates the flow and turbulence properties
all the way to the channel bottom. For vegetated waterways dominated by form drag, the
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k–ω closure offers no obvious advantage over the k–εmodels with wall functions. However,
the near-wall k–ω closure has been demonstrated to be the model of choice for predicting
bed-shear stress over a wide range of roughness types (Patel and Yoon, 1995; Neary, 1995).
Therefore, the model should yield more accurate predictions than the k–ε model with wall
functions when both bed shear and form drag affect flow resistance.

However, an important question is to validate the use of the near-wall k–ω closure model
for the case of steady uniform flow through rigid submerged vegetation of uniform density.
The detailed laboratory measurements of Shimizu andTsujimoto (1994) are used to compare
model calculations.

A fully developed one-dimensional open-channel flow with submerged rigid vegetation
is modelled within the portion of flow occupied by vegetation by adding a vegetative drag
term to the x-momentum equation and additional turbulence production terms to the k–ω
transport equations.

This study discusses both treatments of the model coefficients adopted by Shimizu and
Tsujimoto (1994) and by Lopez and Garcia (1997), discussed above.

An evaluation of these two modelling strategies indicates that, for similar treatment of the
model coefficients, the use of the near-wall k–ω model produces results similar to previous
models that employed the standard k–ε models with wall functions.

Moreover, reasonable predictions of streamwise velocity and Reynolds stress profiles can
be achieved by adopting universal values for all model coefficients, but the calculated energy
gradient can have significant error. The study also indicates that predictions of streamwise
turbulence intensity are significantly improved by adopting for the weighting coefficients,
the calibrated values rather than the theoretically based ones.

(Uittenbogaard R., 2003)
The paper (Uittenbogaard, 2003) is dedicated to modelling the turbulent flow over and
through vegetation in water of limited depth. The perspective of the paper is innovative
at all, as it is based on the use of concepts relative to turbulent flow along and through
porous media, considering the vegetation as it was a porous medium. A rather long para-
graph is therefore devoted to a survey on turbulent flow along and through porous media.
Some important differences are stressed relative to different volume-averaging methods,
depending on whether the sub-pore scale of turbulent kinetic energy is considered or just
the larger-scales that survive the volume averaging. Another observation regards the ques-
tion if it is better to use a multi-scale k–ε turbulence model or a single k–ε turbulence model
extended to all length scales, and the choice falls upon the last one. The last observation
regards questions about the permeability or flow resistance.

Having the aforementioned literature at his disposal, and having also a vast experience
with testing and applying a 3D shallow-water solver and in parallel with a simpler so-
called 1 DV model, the author could realize a new model for turbulent flow over and
through a current flowing over bed covered by submerged, rigid or flexible, vegetation.
The complete model is based on two momentum equations for the orthogonal horizontal
velocity components, possibly subjected to rotation. But, for comparison with straight
channel experiments, the model version which is presented is related to the Reynolds-
averaged pore velocity in horizontal x-direction as a function of the vertical co-ordinate.
The complete model includes a suite of eddy-viscosity based turbulence models, but in
particular for the purpose of the paper only the k–εmodel and a so-called low-Re version of
the k–ε model are referred to. The essential limitation of the model is the assumption that
the flow is uniform in horizontal direction.

After having developed the main characteristics of the model, the author presents some
comparisons of its forecasts with the turbulence properties derived by the experiments
referred in (Nepf and Vivoni, 2003) and also (López and Garcia, 2001) and (Meijer and
Van Velzen, 1999). The first flume had a vegetation height of 160 mm with a water depth of
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440 mm or of 280 mm; the second flume of 120 mm and 340 mm respectively, the third flume
of 900 mm and 2090 mm respectively. In relation to the first flume figures are presented in
which, referring to some statistic properties of the current (local mean values of velocity,
Reynolds stresses, turbulent kinematic viscosity, non dimensional turbulent kinetic energy),
comparisons are performed between experimental data and modelled data.

In relation to the second and the third flume, only local mean values of velocity are
considered. In the two last comparisons experimental and modelled data agree very well,
whereas in the first comparisons agreement is worse: author attributes this partial lack of
agreement to the circumstance that the flume of Nepf and Vivoni is too high in respect of
its width (280 mm).

In conclusion the author is rather satisfied with its model forecasts, even if he believes
that some particular must be deepened.

(Choi S. and Kang H., 2004)
Stream flows over a vegetated bottom boundary are quite common in nature. Mean flow
and turbulence characteristics of open-channel flows over rough boundary are studied either
by laboratory measurements or numerical computations. In many engineering problems in
fluid mechanics and hydraulics, the k–ε model has been widely employed perhaps due to
the well-established empirical coefficients of the model. However, yet in 2004, none of the
existing turbulence models were truly universal, and thus, each model needed to be tuned
to specific flows. The k–εmodel and similar models based upon the eddy viscosity concept
made a basic assumption that the Reynolds stress is aligned with the velocity gradient. This
assumption is valid only for simple shear flows. However, even for open-channel flows over
a smooth bed, the bottom boundary and the free surface tend to reduce vertical turbulence
intensity, and the decreased amount of turbulence intensity is redistributed to the ones in
the streamwise and the transverse directions (Nezu and Nakagawa, 1993). Therefore, it
can be easily deduced that the vegetation layer will increase the level of non-isotropy of
turbulence, which motivated the application of non-isotropic turbulence model to vegetated
open-channel flows in the present study.

Shimizu and Tsujimoto (1994) computed vertical distributions of mean and turbulent
flow structures by using the k–ε model. Lopez and Garcia (1997) simulated flow structures
of vegetated open-channel flows by using the k–ε model and compared the computed pro-
files with their experimental results. Neary (2003) simulated the open-channel flows with
submerged vegetation using the k–ω model and suggested the weighting coefficients in the
transport equations.

The considered study is an application of the Reynolds stress model (RSM) to vegetated
open-channel flows, where cylinders of simulated vegetation are uniformly distributed.
Averaged equations in both time and space dimensions are used. Assuming that the flow is
at high Reynolds number in a wide open-channel, the momentum equation in the streamwise
direction is expressed. The Reynolds stress due to the spatially fluctuating velocity is ignored
because it is believed to be extremely small compared to the Reynolds stress due to the
turbulent momentum transfer (Lopez and Garcia, 1997).

Now, beside the RMS model, three other turbulence models are considered in the paper
for sake of comparison.

In the k–ε model, the values of the weighting coefficient for the drag due to vegetation
suggested by Lopez and Garcia (1997) are used.

In the algebraic stress model (ASM), for the Reynolds stress, proposed firstly by Rodi
(1979), the values of the empirical coefficients suggested by Shimizu and Tsujimoto (1994),
are used.

In the Reynolds stress model, for the computation of pressure-strain term, the Speziale,
Sarkar and Gatsky’s model (1991) is employed. For diffusion and dissipation rate of Reynolds
stress, Mellor and Herring’s model (1973) is used.
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The turbulence models, previously introduced, are applied to plain open-channel flows
over smooth bed and open-channel flows with submerged and emergent vegetation. More-
over, the suspended load transported by vegetated open-channel flows is evaluated by using
the Reynolds stress model.

Measurement data from Lopez and Garcia (1997) are used for comparison with numerical
simulations. It is seen that the RMS predicts the mean velocity and turbulence intensity better
than the algebraic stress model or k–ε model, especially above the height of vegetation.

With reference to the Reynolds stress profile, over the entire depth, the simulated profile
by RMS and ASM are nearly the same and they match the measured data slightly better than
the k–ε model.

With reference to the eddy viscosity profile, below the vegetation height, the eddy vis-
cosity by the RMS is quite uniform except the region close to the bottom while the eddy
viscosity by the k–εmodel is the smallest, and the measured data lie between the profiles by
the k–εmodel and the RSM; above the vegetation height, the k–εmodel and the ASM result
in similar profiles, whereas the RMS yields larger values. Particularly, above the vegetation
height, it can be said that the RSM simulates the eddy viscosity better.

However, more comparisons using another data set would consolidate the current finding.
For open channel flow with emergent vegetation, the RMS, theASM and the k–εmodel are

employed in computation. Comparison are made with experimental data by Nepf and Vivoni
(2000). They used flexible cylinders with artificial stems to model vegetation. However,
near the bottom, the RMS predicts the mean velocity profile best. Towards the slowly
surface, all computed profiles are indistinguishable and agree well with measured data. The
RMS simulates the turbulence intensity profile better than the ASM and the k–ε model.
The Reynolds stress profile agree well with measured data. The Reynolds stress profile is
almost zero over the whole depth. All computed Reynolds stress profile agree well with
measurements. The turbulent kinetic energy budget profile shows that the wake production
balances dissipation rate over the entire depth except for the region close to the bottom
where the shear production is dominant over the wake production.

However, more comparisons using another data set would consolidate the current find-
ing. The challenges for the future of this model clearly include to extend it to natural
vegetation.

(Poggi D., Porporato A., Ridolfi L., Albertson J. D., and Katul G. G., 2004)
In (Poggi et al., 2004) paper an innovative phenomenological model of the effect of vege-
tation density on canopy sub-layer (CSL) turbulence is established. The paper starts from
the observation that the canonical form of atmospheric flow near the land surface, in the
absence of a canopy, resembles a rough-wall boundary layer, whereas, in the presence of
an extensive and dense canopy, the flow within and just above the foliage behaves as a
perturbed mixing layer. Moreover the paper stresses the circumstance that up to 2004 no
analogous formulation existed for intermediate canopy densities.

In order to create and validate the phenomenological model four steps were passed
through.

The first step was an experimental one. Experiments were conducted in a re-circulating
flume; the model canopy was composed of an array of vertical stainless steel cylinders with
densities from 67 rods m−2 (a very poor density) till 1072 rods m−2 (a very high density).
The velocity was measured by using a two-component LDA: 11 measurement locations were
used, and at each location a profile of 15 vertical measurement locations was established
through runs of 300s every one at the sampling frequency of 2500–3000 hz; finally a space
and time mean was adopted in all the statistical analyses performed. Moreover, visualization
experiments was conducted by injecting red rhodamine at several vertical layers which were
lighted by a laser light split in a thin sheet to identify and photograph the dominant vortices
at every level of canopies.
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The second step was to perform statistics of the measured data. The performed statistics
were first of all: mean velocity, variances, skewness and flatness factors, shear stresses.
These statistics were presented for all the density cases, and the comparison clearly showed
that, going from the less dense toward the most dense canopies, these statistics changed from
rough-wall boundary layer type to perturbed mixing layer type, with all the intermediate
possibilities. A second type of statistics was the quadrant analysis and the last type was the
spectral analysis and visualization; these last analyses could show the vorticity character-
istics of the flow: from both visualization and spectral analysis it was clear that the region
inside the canopy, irrespective of density, is dominated by energetic motions controlled by
length scales reflecting the local canopy geometry.

The third step was to create the phenomenological model. The created model decomposes
the space within the CSL into three distinct zones: the deep zone in which the flow field is
shown to be dominated by vortices connected with von Kármán vortex streets; the second
zone, which is near the canopy top and presents a superposition of attached eddies and
Kelvin-Helmoltz waves produced by inflection instability in the mean longitudinal velocity
profile; the uppermost zone, where the flow follows the classical surface-layer similarity
theory. In particular, in the second zone the flow is considered to be a superposition of
a mixing layer and a rough-wall boundary layer with the superposition weights defined
by canopy density. Finally the model equations were numerically integrated with suitable
boundary conditions, and gave the possibility to obtain theoretic mean velocity and Reynolds
stresses profiles.

The fourth final step was to compare the results obtainable from the model with the
experimental data, and this comparison shows a good theoretic reproduction of mean velocity
and Reynolds stresses profiles with the experimental data for a wide range of vegetation
densities.

Authors conclude stating that with the advancement of remote sensing technology it is
likely that broad space-time data mapping of canopy roughness densities should become
readily available and that the proposed model will provide a mechanistic bridge from the
roughness density maps to vertical transport predictions.

(Keijzer M. et al., 2005)
This paper presents a necessarily brief treatise about derivation of several equations to
model the water depth dependant resistance induced by submerged vegetation in wetlands
and floodplains. Two of the expressions of the roughness coefficient studied here were
created through an analysis and a process of derivation upon the extensive literature on this
subject. A third expression was obtained using a variant of genetic programming.

In case of submerged vegetation, the first expression is based on the method of the
effective water depth, that models only two of the four zones that in the velocity profile
can be observed: in particular, the zone inside the vegetation sufficiently away from the
bed and from the top of the vegetation, and the zone above the vegetation. By summing
up the discharge per unit width of each zone a general expression for the Chézy resistance
coefficient can be derived.

The second expression is based on an analytical method that attempts to model the velocity
inside the vegetation by analytically solving the momentum equation for flow through and
over the vegetation, represented as rigid cylinders.

Solving the partial differential equation for the velocity profile inside the vegetation
layer using boundaries conditions, at the bed and at the top of the vegetation, further-
more assuming a logarithmic velocity profile above the vegetation, connecting with the
profile underneath, such second expression for the Chézy resistance coefficient can be
obtained.

The third expression of the roughness coefficient was obtained using a variant of genetic
programming. The data used for training the genetic programming created expression were



Boundary Layer Development Over Rigid Submerged Vegetation 263

generated by a 1DV turbulence model (Uittenbogaard, 2003). It can be argued that using such
generated data defeats the purpose of finding an expression. But vegetation resistance is a
typical 3-dimensional problem due to the water depth dependency. A full dynamical model
thus operates on a 3D grid, which is computationally expensive. An analytical solution to the
problem of resistance induced by vegetation, which includes water depth dependency, makes
2-dimensional, depth-averaged modelling possible, allowing for faster model computations
and the possibility to apply the model to larger areas.

To ultimate test the created model, a dataset of laboratory flume experiments was collected
from independent experimental studies. This data is not used for training, but kept aside to
validate the created expression.

In particular, it can be seen that the expression based on the genetic programming results
are in better agreement with the experimental dataset, than the manually induced formula-
tions, both in their performance on synthetic training and laboratory testing data, and in the
economy of detail that needs to be modelled.

This means that the genetic programming engine can be used as a hypothesis generator
in scientific discovery. Not only is genetic programming capable of producing equations
that are comparable or better than their human derived competitors, but also it can produce
expressions that are amenable to further analysis and manual improvement. The equation
developed with the aid of genetic programming and modified using theoretical consid-
erations is currently the most accurate and elegant formulation of resistance induced by
submerged vegetation.

The authors conclude that, due to simplicity and accuracy of this formulation, a
hydraulic engineer can simply calculate the resistance induced by vegetation using a
simple expression, instead of setting up a complicated and computationally expensive
model.

(Defina and Bixio, 2005)
A review of recent studies dealing with a one-dimensional flow through rigid vegetation,
shows that there are two different approaches to determine the velocity profile through and
above submerged vegetation: a two-layer approach, which separately describes flow in the
vegetation layer and in the upper layer, and a suitable modified k–ε model, in which the
drag due to vegetation is taken into account not only in the momentum equation, but also
in the equations for k and ε.

In the study described here, these two models were revised and extended to consider plant
geometry and drag coefficient variable with depth. In order to give a complete description
of turbulence structure within and above the canopy, a turbulent kinetic energy budget
equation was added to the two-layer model. In fact, the mixing length approach used to
compute the eddy viscosity in the two-layer model provides limited information on the
turbulence structure.

Numerical simulations were then performed with both models to reproduce the flow
field in the presence of real and artificial vegetation. The results of these simulations were
then compared with available experimental data reported in literature. These data were from
laboratory experiments where vegetation was simulated using simple rigid cylinders, plastic
plants, and real vegetation.

With reference to the mean flow structure, good agreement between the results of the
models and experimental measurements was found for velocity and shear stress distribu-
tions along the vertical. Interestingly, for the plant prototypes used by Nepf and Vivoni
(2000) and the Spartina anglica used by Shi et al. (1995), the use of a variable with depth,
vegetation density and drag coefficient, made it possible to improve the prediction of the
velocity and the shear stress profiles inside the canopy. Furthermore, the s-shaped velocity
profiles characterized by the local maximum and minimum velocities along the vertical,
were accurately reproduced.
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With reference to the turbulence structure, both models correctly predict the depth-
averaged eddy viscosity. In fact, eddy viscosity profiles are fairly accurately predicted
by the two-layer model. The k–ε model, on the other hand, does not accurately predict the
behaviour of eddy viscosity within the vegetation layer. In this layer, the model predicts a
parabolic profile and generally overestimates the experimental values. It is worth noting that
the eddy viscosity is quite sensitive to average drag coefficient, while it seems unaffected
by the assumption of constant or variable parameters.

The turbulent kinetic energy (TKE) budget illustrates the importance of the physical
processes that govern turbulent fluid motions. The presence of vegetation adds a further
dimension to the balance since new regions of turbulence production are created in the shear
layer at the top of the canopy and in the wakes of the plant elements. The different length
scales involved must be considered carefully. The wake-generated TKE has a length scale
proportional to the dimensions of the elements in the canopy (i.e. the stem diameter), which
is generally much smaller than the scale of the shear-generated turbulence, determined by
the plant height. Therefore, when the scale of the wake-generated turbulence is smaller than
the Kolmogorov microscale, which is commonly the case in aquatic flows with relatively
low plant densities, most of the mean flow energy extracted by the plant drag is quickly
dissipated into spatial fluctuations. So, in view of the above discussion, theTKE equation can
be rewritten. Some terms of the TKE budget are represented together with the normalized
TKE profile as calculated by the two models for an experiment developed by Nepf and
Vivoni (2000). Two different sets of weighting coefficients suggested by Lopez and Garcia
(2001) and Shimizu and Tsujimoto (1994), respectively, were used in the calculations.
Both the models overpredict the normalized turbulent kinetic energy when the first set of
weighting coefficient is used, particularly in the vegetation layer. Slightly better results are
obtained when using the second set of weighting coefficients. Nonetheless, neither models
is able to predict the concave-shaped profile seen in the experimental measurements when
approaching the bottom.

After the turbulent kinetic energy k and the dissipation rate ε are computed, the streamwise
turbulence intensity can be calculated using an algebraic stress model. Both the proposed
sets of weighting coefficients lead to unsatisfactory results from the two models. In fact,
most of the available experimental data clearly show concave-shaped profiles of streamwise
turbulence intensity within the vegetation layer, while the models always show convex-
shaped profiles. This discrepancy is probably due to the highly non isotropic character
of the flow, which cannot be described by present models. However, there is also some
uncertainty in the experimental data because measuring flow velocity in the presence of
vegetation is quite difficult given that the spatial variation of the mean flow field makes it
necessary to consider a large number of measurements location.

Nepf andVivoni (2000) observed that the flow through a submerged canopy can be divided
into two regions: the “vertical exchange zone” in the upper canopy, where the vertical tur-
bulent exchange with the overlying water has a significant influence on the momentum
balance, and the “longitudinal exchange zone”, near the bottom, where the vertical tur-
bulent transport of momentum is negligible and the pressure gradient is balanced by the
vegetative drag. The distance from the bottom of the limit between the two zones is called
penetration depth. The penetration depth of turbulent stress inside the canopy was estimated
according to different criteria, based on the analysis of vertical profiles of Reynolds stress,
velocity and total transport of turbulent kinetic energy. The results of the two models con-
firmed the experimentally observed trend of the penetration depth, although with some
limits.

To sum up, both models proved to be effective in predicting velocity and shear stress, but
not quantitative turbulence. Future research efforts should focus on modelling the turbulence
generated by the interaction between flow and vegetation.
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(Ben Meftah M. et al., 2005)
Most efforts to study vegetal effects on a current have concentrated on analyzing rigid and
flexible submerged vegetation. For a large part, research on vegetated open channels has
focused on flow resistance due to vegetation, in particular on the determination of the friction
factor and the drag coefficient in the flow resistance law, by means of analytical models and
laboratory flumes.

Less is known about the local effect of the vegetation when it is characterized by a very
low concentration. Indeed, in this conditions, it is not possible to consider the flow field
homogeneous and so assign constant values to parameters such as the resistance index, the
bed-friction velocity and/or the drag force, for the whole channel.

The rood topic of the present work is the investigation of the hydrodynamic effects of both
rigid and flexible vegetation on a crossflow, in terms of velocity and turbulence distribution.
The research is limited to the case of relatively low current velocities and flow depth higher
than the height of vegetation, which is identical for both rigid and flexible type, in absence
of current.

Different configurations as vegetation type, flow depth and velocity were investigated
in the laboratory flume. In particular, metallic cylinders with rough lateral surface were
used to simulate rigid plants, while commercial broom acted as surrogate of the flexible
vegetation. For all the configurations the vegetation was taken submerged; different relative
submergences have been considered.

Emphasis is put on assigning a minimal density to the artificial plants, as it is expected
that in non-uniform, bed-friction conditions in the channel, a local analysis is needful for
better understanding the phenomenon. Therefore, to capture spatial variability within the
array, multiple measurements points were set between each two consecutive elements on
the three principle directions.

Therefore, in order to study the variations of the velocity distribution around both rigid and
flexible individual elements, several analysis of the velocity component data into the flume
have been carried out, along longitudinal and horizontal sections. To better highlight the
local effect of the artificial vegetation on the crossflow, velocity, data have been processed
and plotted either at different longitudinal distances from the plants, or on horizontal planes
at different levels.

In the vegetation layer, the current is subject to a strong slow motion due to the presence
of the close elements. Near the top of the vegetation, both the local velocity and its gradient
increase progressively, producing at the vertical profile an evident inflection point and
the typical S shape, as reported in literature. Upon the vegetation, the velocity gradient
decreases, with the concavity directed upward. These differences decrease as we move away
upstream or downstream from the stem, and are particular evident for rigid elements.

It is noticeable that the isolevel contours around the rigid plants are not circular but
elliptical with major axis parallel to the longitudinal direction, which reveals the anisotropy
of vegetation stem effects over the hydrodynamic flow distribution. Moreover, the current
is particularly delayed by the presence of flexible elements, while with rigid cylinders the
normalized flow velocity at the middle longitudinal section of two arrays reach the unit
value or slightly larger, which means the negligence of the vegetation stem effects as long
as going away from it.

Nevertheless, the aim of the research at this stage has been the investigation of the
particular hydraulic path of the flow inside the vegetated zone, and just on its top, and
the detection of different behaviour due to the particular kind of plants. The normalized
longitudinal velocity component profiles obtained around the flexible elements match those
related to rigid ones, with minimum velocity values in proximity of each stem, while away
from the stem, the velocity tends to rich the average value of the current in the flume in
absence of vegetation. As a first remark, this result can be justified by the particularly
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low vegetation density chosen for the experimental work. On the contrary, at the top of
vegetations, the flow pattern is quite different, and the presence of rigid elements seems
not to disturb the current, which means that velocity values keep constant along the whole
transversal section, while the flexible vegetation branches make the horizontal velocity
profiles more irregular.

With reference to the turbulent characteristics, turbulence intensity and Reynolds stresses
distributions have been obtained, with the intention of highlighting the influence of different
kind of vegetation on the turbulent behaviour of the current. However, a different behaviour
is recognizable for the kinds of artificial vegetations. In particular, for rigid rods, non-
dimensional values of turbulence intensity peak just below the rod top, maintaining same
maximum independently of the hydraulic flume conditions. On the contrary, the maximum
streamwise turbulence occurs above the element tops for the flexible canopy situation,
particularly when the relative submergence is small. In fact, for small and intermediate
relative submergence, coherent structures cannot develop their whole size.

Moreover, the vertical Reynolds stress distributions in the channel with flexible and rigid
vegetation have been plotted. Again, the flexible vegetation shifts the Reynolds stress peak
at higher level in the flow, above the canopy, than the single rigid element.

As final analysis, the transversal Reynolds stress distributions in the channel with
flexible and rigid vegetation have been plotted. Alternate of positive and negative transver-
sal Reynolds stress distribution, between stems, implies the formation of clocks and
anti-clockwise vortices.

(Huthoff F. et al., 2006)
For open channel flow over rough surfaces, several relations exist that relate the average
flow velocity to a roughness height that reflects the resistance of the bed. However, when the
bed is covered with large roughness elements such as vegetation, or cylindrical elements,
these methods are theoretically no longer valid.

In the current work, flow over vegetation is described by an average-velocity model where
distinct flow characteristics are attributed to two separate flow layers. These two regions
will be referred to as the surface layer and the resistance layer.

In this paper, a two-layer scaling model is proposed that treats the flow field above and
in between the roughness elements separately, and, when combined, gives a description of
the depth-averaged velocity of the entire flow field.

When a flow field is penetrated by vegetation, turbulent vortices are created in the wake
behind the protruding stems. Consequently, in addition to the resistance at the bed, drag
effects around the individual plant stems cause the flow to slow down. This is the case of
emergent vegetation.

Whenever cylindrical elements become submerged, the flow in the surface layer has a
higher average velocity than in the resistance layer, because in this layer no drag due to the
stems is experienced. The energy losses in the surface layer are entirely due to the shear stress
near the top of the resistance layer, which balances the gravitational force that drives the
flow. Subsequently, the shear stress between surface and resistance layer (i.e. the interface
shear) also causes the flow in top of the resistance layer to speed up (i.e. the characteristics
S shape velocity profile). The force balance, with an extra component due to the surface
layer, yields for the scaling expression of the average velocity in the resistance layer, in case
that the stems are submerged.

Based on physical principles and scaling assumptions, the well-known Manning/Strickler
equation can be derived for the case of rough channel flow (Gioia and Bombardelli, 2002).
The main principles behind the derivation are: a simple force balance, scaling of turbulent
fluctuations to the average flow velocity, and the concept of a constant energy dissipation rate
when large eddies break down into small ones (known as Kolmogorov scale). The Authors
follow the same line of reasoning to describe the depth-averaged flow over submerged rigid
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cylinders, i.e. for the surface layer, arriving to a scaling expression of the average velocity
in the surface layer, including an unknown scaling length in terms of measurable geometric
parameters, which can be specified from comparison with laboratory experiments.

When comparing the derived scaling expression of the average velocity in the resistance
layer to results from flume experiments, very good agreement is found.

With reference to the scaling expression of the average velocity in the surface layer, several
combination of available length scale were attempted. It is turn out that the spacing between
the cylindrical stems gives the best agreement between calculated data and measured ones
of the scaling expression of the average velocity in the surface layer. It is expected that this
is no longer the case when the height of the cylinders is smaller than the distance between
them. Future work of the authors will be focussed on the characteristics of such a scaling
length when geometric variability among the resistance elements exist. Eventually, the aim
will be to describe flow over natural vegetation, which involves further complications as
stems flexibility, or leaves and side branches that individual plants may have.

(Ghisalberti M. and Nepf H., 2006)
In this paper flume experiments were conducted with rigid and flexible model vegetation to
study the structure of coherent vortices (a manifestation of the Kelvin-Helmhotz instabil-
ity) and vertical transport in shallow vegetated shear flows. This is a relatively innovative
approach to the topic, as takes into account the non steady phenomena. In particular the
vortex coherent structures are taken into consideration.

The rigid model canopies consisted of circular wooden cylinders arranged randomly in
holes drilled plexiglass boards. Velocity measurements were taken simultaneously by three
3D acoustic Doppler velocimeters (ADV) and the vertical profiles consisted of 30 ten-minute
velocity records collected at a sampling frequency of 25 Hz. The flexible model vegetation
was designed to mimic eelgrass. Each model plant consisted of a stem region and six thin
blades, based on the typical morphology of Massachusets Bay eelgrass: wooden dowels
were used to mimic the eelgrass stem. In this case the experimental technique hold four 3D
ADV and also a digital video camera used to determine the maximum plant height and the
monami (phenomenon that will be described afterwards) amplitude. Finally, to characterize
the impact of plant flexibility on the flow, the oscillatory nature of both the velocity field
and the plant height had to be characterized, so that series of u′v′ and together oscillations
of three particular blades, coloured red, green and blue, were considered.

As for qualitative experimental results, the vortex street generated in flows with submerged
vegetation creates a pronounced oscillation in the velocity profile, with the velocity near the
top of a model canopy varying by a factor of three during vortex passage. This oscillation,
and the vortex structures themselves, did not encompass entire thickness of the shear layer
(in particular do not arrive till the flume bottom, but only till a particular lower limit of the
vegetation height), which is on the contrary unconfined by the free surface. However, the
mixing length of momentum varies little in the entire flow overlying the canopy and, relative
in particular to flows over rigid vegetation, within canopy geometry the oscillation has the
effect of decreasing the amount of turbulent vertical momentum transport in the shear layer.
In turn, this velocity oscillation drives the coherent waving of flexible canopies so that in
case of flexible submerged aquatic vegetation, the response of the full system to the steady
stronger currents is a progressive, synchronous, large-amplitude waving, termed monami
by Ackerman and Okubo (1993).

This last phenomenon allows to use the flexible vegetation to study the vortex cycle: using
a waving plant to determine the phase in the vortex cycle, each vortex is shown to consist of
a strong sweep at its front (during which the canopy is most deflected), followed by a weak
ejection at its rear (when the canopy height is at a maximum). Whereas in unobstructed
mixing layers the vortices span the entire layer, they encompass only 70% of the flexibly
obstructed shear layer studied here.
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Generally speaking, measurements distinguished among four zones: above shear layer
zone, upper shear layer zone, exchange zone, wake zone; moreover measurements distin-
guished also among the three cases of rigid canopy, still flexible canopy and waving canopy.
Profiles of mean velocities, shear stresses, vertical mixing length, turbulence intensities,
and also oscillations of bin-averaged values of plant height and of velocity profiles, are
considered, and these quantities are studied also within a quadrant analysis.

Finally, remembering that, by using a waving plant to determine phase in the vortex cycle,
each vortex is shown to consist of a strong sweep at its front followed by a weak ejection at
its rear, the Reynolds stress generation by the vortex appears to respond to the oscillating
instantaneous plant height: that is, the greatest penetration toward the bed of large-scale
turbulence occurs when the canopy is at its most prone. Accordingly, it is imperative that
the motions of the fluid and canopy are coupled in models of flow over flexible vegetation.
The last remark is that the highly structured vertical transport within both rigid and flexible
canopies is dominated by sweeps (to a degree dependent upon the drag density), while that
in the unobstructed flow is dominated by ejections.

(Nezu I., et al., 2006)
There are a lot of knowledge and valuable data in air flows over and within the vegetation
canopies. In contrast, the vegetated rivers and the open-channel flows have only recently
been investigated.

In particular, while the friction law and resistance of vegetation have in past decades stud-
ied intensively, a lot of uncertainties remain concerning the coherent structures, dispersive
effects and turbulent energy transport properties.

These topics have been highlighted in this experimental work, where turbulence mea-
surements in the whole depth region from the bottom-bed to the free surface, in a vegetated
canopy open-channel flows have been conducted, in order to investigate dispersive properties
and turbulence structure, by varying the vegetation density.

To reveal the effects of vegetation on turbulent structure, it is of essential importance to
consider the horizontal space averaging in the time averaging Navier-Stokes equations.

The main findings obtained in the present study are as follows.
The streamwise velocity is varied significantly in the spanwise direction within the canopy,

due to the local deceleration behind the vegetation. This trend is more remarkable in the
denser vegetation. In contrast, over the canopy, the lateral variations become smaller, because
the local effects of vegetations become negligibly small.

The vertical profiles of the space-averaged streamwise velocity reveals that the typical
drag effects of vegetation decelerate the streamwise velocity more largely in the canopy
layer as the vegetation density becomes larger. Consequently, a significant inflectional
point appears near the canopy edge, the feature of which is consistent with that of plant
canopy flows. The measured shear length scale decreases with an increase of the vegetation
density. Furthermore, a second peak is observed near the bottom-bed, which may be caused
by three-dimensional dynamics of wakes.

The friction velocity was evaluated as the peak value of the Reynolds stress, which
is consistent with the method of plant canopy flows as reviewed by Finnigan (2000). The
results suggest that the bed friction becomes larger with an increase of the vegetation density.

The vegetation has much significant effects on the space-averaged velocity and Reynolds
stress within the canopy rather than over the canopy. Therefore, a universal formula, i.e. the
log-law, may be applied to the velocity profiles over the canopy.

It is inferred from the inflectional profiles of velocity as well as the Reynolds stress pro-
files that coherent eddies are generated by the velocity shear near the vegetation edge, and,
consequently, they cause large momentum exchanges between the low-speed flow within the
canopy and the high-speed flow over the canopy. In order to evaluate these properties quan-
titatively, the quadrant conditional analysis was conducted for the instantaneous Reynolds
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stress. It revealed that the sweep event was greater than the ejection event, near the canopy
edge.

The sweep and ejection events are related with skewness. It was found from the skew-
ness distributions that there were noticeable coherent structures within the canopy, and the
significant momentum exchange occurs between the within-canopy and the over-canopy.

In over-canopy layers, the spectral distributions obey the Kolmogoroff’s power law in
the inertial subrange. Within the canopy, the spectral distribution fits to the Kolmogoroff’s
power law in a narrower range, and the spectrum increases in the high frequency range. This
suggests that there may be a turbulence energy supply caused by the wake eddies generated
behind the vegetation elements. This property is more remarkable nearer the bottom bed,
whereas the spectral profile nearer the free surface is closer to that of boundary layer since
the effects of coherent motions are smaller farther from the vegetation layer.

The turbulent kinetic energy (TKE) budget was examined in order to reveal the dispersive
contributions of turbulence due to vegetations. Of particular significance is that the turbulent
fluctuations are generated strongly near the vegetation edge and the wake generation is
comparable or larger than the shear generation. This suggests that the wake generation plays
an important role on the turbulence generation within the canopy.

Furthermore, it is demonstrated significantly that the coherent motion, such as sweeps,
transports high-speed momentum toward the inner vegetation layer, causing significant
energy loss.

10.1.3 Aim and organisation of the Chapter

In the following paragraphs 10.2 and 10.3 of this Chapter the effects on a turbulent boundary
layer flow of two different models of rigid fully submerged vegetation will be described.
The first model was made by brass cylinders of different height, arranged in rectangular or
square shapes; the second one was made by a synthetic grass carpet.

Paragraph 10.1.1 has presented elder and more recent researches on boundary layer. In
particular, it was shown that the most intriguing type of boundary layer is the one which
rises when the free-stream is a turbulent one. Always in paragraph 10.1.1, it was stated that
the presence of turbulence in streams of various types is a very frequent condition, and often
the boundary layers that might rise within them are of this type.

In parallel to boundary layer researches, paragraph 10.1.2 has presented also recent liter-
ature researches on vegetated surfaces. Such literature has been limited only to the case of
rigid submerged vegetation, because of the type of researches the authors were inclined to
carry out and which will be hereafter presented.

It is now obvious that a type of current where turbulence is strongly present is just the
case of a vegetated one. It is possible that in such a type of current some boundary layer
would rise. For instance, when an abrupt change in the nature of the vegetated wall happens.
In this case, it could be important to know which the rapidity of changes of the current
behaviour is: i.e. to discover how wall vegetation can affect the boundary layer dynamic
development, the values of its thickness at different distances from the leading edge, and
the mean velocity distributions inside.

In the already examined growing literature on streams flowing over vegetated surfaces,
the effects of vegetation on the characteristics of possibly present boundary layers has not yet
been considered, at least in relation to the authors’ knowledge. In fact, literature is limited
to the cases of uniform or at the most of permanent flow, but a boundary layer flowing over
a vegetated bed has never been taken into consideration.

Consequently, the authors recently decided to open a new research line, just in relation to
boundary layers with turbulent free-stream rising over vegetated beds. In any case, in order
to limit the topic, only rigid submerged vegetation has been taken into consideration so far.
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The specific aim of this research line was to give first contributions to the topic through
suitable comparison between the behaviour of a boundary layer with turbulent free-stream
flowing on a smooth flat plate and a boundary layer with turbulent free-stream too, but
developing itself on differently vegetated surfaces.

After all, since 2004 the authors’ papers appeared in international literature (and will be
specifically remembered afterwards) on this topic. The history of this research can be, till
now, subdivided into three different steps.

In the first step, a sparse vegetation was considered, modelled through brass cylinders
positioned at the vertices of rectangular or even square meshes. Some new results could be
therefore obtained with regard to boundary layers behaviour in these circumstances, and, in
particular, on their possible equilibrium characteristics as a function of the different used
vegetation models.

In the second step, a dense vegetation was considered, modelled through an artificial
continuous grass carpet. In this case, the results obtained, showing a total loss of the equi-
librium boundary layer, could be compared in any case to the previous ones, relative to
sparse vegetation, and allowed the authors to attain some new general results on the overall
behaviour of a boundary layer, flowing over a vegetated bottom, either sparse or even dense,
but always rigid and submerged.

Finally, the third step has now scarcely begun and has not yet reached final results.
This step will regard the possibility to present all the previous experimental measurements

through a new methodology, in order to unify, in a unique “universal” law, all the obtained
velocity distributions, either in sparse or in dense vegetation cases.

In the following paragraphs, the Chapter will present the aforementioned results related
to the first and second step. Paragraph 10.2 will present the first step; paragraph 10.3 will
present the second step; in the Conclusion paragraph 10.4, some idea of the trend which
will be followed in the third step will be outlined too.

10.2 BOUNDARY LAYER ON A VEGETATED SURFACE WITH A
SUBMERGED, RIGID, SPARSE VEGETATION

10.2.1 Generalities about experimental plant, data acquisition systems
and experiments planning

A whole series of experimental surveys, whose results are reported in four previous works
(Gualtieri et al., 2004b; Gualtieri et al., 2004c; De Felice et al., 2004; De Felice and
Gualtieri, 2005), have been undertaken some years ago by the authors so as to determine the
effects of a particular vegetated bottom on the main hydrodynamic characteristics—such as
local mean velocity distributions and thickness values—of an equilibrium boundary layer
stream flowing over it. The vegetation bottom considered was of a submerged, rigid and
sparse type.

The vegetation was modelled by means of brass 4 mm diameter cylinders (Fig. 10.5)
with three different heights (5 mm, 10 mm, 15 mm) placed according to two different reg-
ular geometries (rectangular and square meshes) pointed out synthetically as single and
double density. For the rectangular meshes the sides measurements were 5 cm longitudi-
nally and 2.5 cm transversely; for the square meshes the sides measurements were 2.5 cm.
Consequently, the projected area of vegetation per unit volume of water in the flow direc-
tion (Tsujimoto et al., 1992) were, respectively, 0.032 cm−1 and 0.064 cm−1 (Figs. 10.6
and 10.7).

These cylinders were glued within suitable holes arranged in a plexiglas plate. The plate
was then inserted onto the bottom of the channel close to its inlet. In order to avoid the plate
disturbing the entry of the stream into the channel, a connecting ramp between the channel
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Figure 10.5. View of vegetation obtained through rigid cylinders.
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Figure 10.6. Scheme of the plate with single density.

inlet and the plate itself had been installed. Combinations of three different heights and two
different densities produced six different vegetation types.

In order to compare the experimental data with previous data obtained from studies of the
equilibrium boundary layer over a smooth surface, and obtain some general conclusions, it
was necessary to preserve some fundamental hydraulic parameters unchanged with regard
to the previous studies. As a consequence, the Run 1 data of the Gualtieri paper (Gualtieri
et al., 2004a) was taken in consideration as reference experiment.

Consequently the same experimental setting of that run was considered. In particular the
height of the sluice gate was set at 7.49 cm so that the height in the vena contracta was at
4.62 cm; the load on the vena contracta at 10.34 cm, and finally the resultant velocity of the
free-stream at 1.424 m/s.

Moreover it was necessary to ensure the possible equilibrium of the boundary layer, in each
one of the six considered vegetation types. This condition, as already recalled, corresponded
to the physical condition of holding the free surface of the current horizontal, at least in
the first 50 cm where the boundary layer developed and was measured. In order to achieve
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Figure 10.7. Scheme of the plate with double density.

Table 10.3. Slopes used in different cases.

Veget. height or density Smooth bottom Veget. 5 mm Veget. 10 mm Veget. 15 mm

Single Density 0.25% 0.92% 1.60% 2.27%
Double Density 0.25% 1.15% 2.05% 2.95%

this requirement, it was necessary to suitably raise the slope of the channel, taking into
account the vegetation type, whose possible increase in height and density would generate
a corresponding increase of head losses, which would need to be balanced by a suitable
increase of channel slope. Hereafter, in Table 10.3, the slope values relative to smooth
bottom and to the six vegetation types are reported.

As in the previous smooth surface experiments, the test sections were set at 20, 30, 40 and
50 centimetres from the channel inlet. In each test section two particular measuring verticals
were considered. The first one was exactly at the centre of the test section, and also at the
centre of either a rectangular or a square mesh (respectively in single or double density)
generated by cylinders. This position corresponded exactly to the measurements previously
carried out with a smooth bottom. The second position was laterally displaced by 1.25 cm,
and consequently was located along a cylinder row and at the centre of the lateral side of the
same rectangular or square mesh (always respectively in single or double density). It is clear
that in the case of a smooth bottom there was no need of such a measurement position. In
the authors’ literature, the (De Felice et al., 2004) paper relates to results for measurement
points of the first type and the (De Felice and Gualtieri, 2005) paper relates to results for
measurement points of the second type.

In each test section, for every one of the six different flow conditions, and for measure-
ments at both vertical positions, the experimental study was carried out in a standardized
way.
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Figure 10.8. LDA in course of data collection.

Specifically, a number of about 20–30 experimental points were chosen along the mea-
surement verticals, so as to fully describe the behaviour of the current from bottom to free
surface. Measurements of instant velocities were carried out at each one of these points
through the LDA technique. An LDA compact system (Fig. 10.8) was used, working in
back-scattering, equipped with a Bragg cell and frequency shifter, whose signal was pro-
cessed through a frequency tracker (Fig. 10.9). The focal length of the lens was 310 mm,
the output power of the ray was 65 mW and its wave-length 825 nanometres (infrared light).
In the course of data collection it turned out that the use of an infrared camcorder was very
useful in order to be able to monitor the position of the measurement point at every moment,
minimizing the possibility of pointing errors.

The frequency tracker was also able to process the experimental data so as to obtain the
mean value (with an average time that could be chosen freely) of the instantaneous velocity
data collected at each point of measurement. Each value of the local mean velocity was
obtained through an acquisition time of 200 s, which was considered to be enough to reduce
the major part of turbulent velocity fluctuations.

10.2.2 Velocity measurements and relative processing

Some examples of the obtained velocity distributions are shown in Figs. 10.10, 10.11, 10.12,
10.13. In each diagram the velocity distributions relative to only one vegetation type and
only one measurement vertical position is considered, but representing in any case all the
three possible vegetation heights always compared with the smooth bottom results.

Only four diagrams among the 16 available are reported here, having chosen those which
present the extreme hydrodynamic characteristics.

Starting from these local mean velocity distributions, the values of the δ99 thickness of the
boundary layer were obtained. These values are reported in Tables 10.4 and 10.5 where in



274 Fluid Mechanics of Environmental Interfaces

Figure 10.9. LDA system.
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Figure 10.10. Local mean velocity distributions in test section n. 1, central vertical (single density).

the thin lines represent the central vertical measurements and in bold lines the lateral vertical
measurements. In all diagrams some verticals are traced relative to the 95%, 97% and 99%
values of u0. The 99% values are obviously necessary in order to calculate the δ99 thickness,
but it is important to point out that the direct reading of the δ99 is not straightforward or
even possible in all the local mean velocity distributions. Therefore it has been necessary to
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Figure 10.11. Local mean velocity distributions in test section n. 4, central vertical (double density).
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Figure 10.12. Local mean velocity distributions in test section n.1, lateral vertical (single density).

adopt a method of computing the δ99 based on the readings of the δ95 and the δ97 (Gualtieri
et al., 2004b). Obviously δ99, δ97, and δ95 are, respectively, the boundary layer thicknesses
based on 99%, 97%, and 95% of the free-stream velocity.

It is useful to underline the fact that sometimes the thickness shown in Tables 10.4 and
10.5 exceeds the thickness of the flow, and therefore, it must be considered as “virtual
thickness”, stressing through this definition the characteristics that have been described in
the final part of paragraph 10.1.1.3. The concept of “virtual thickness” can be found also in
previous works of authors on the boundary layer (Greco and Pulci Doria, 1983) and it has
the following definition: the “virtual thickness” represents the equivalent δ99 (for instance)
“scale” to make non dimensional the heights of the points corresponding to the local mean
velocities values when the boundary layer “breaks” the free surface of the current.
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Figure 10.13. Local mean velocity distributions in test section n.4, lateral vertical (double density).

Table 10.4. Thickness of the boundary layers (single density).

Boundary layer thickn. Smooth bottom Veget. 5 mm Veget. 10 mm Veget. 15 mm

δS1(mm) 3.8 14.6–16.5 20.0–22.8 29.5–27.2
δS2(mm) 7.1 25.6–22.7 31.4–30.4 43.5–39.5
δS3(mm) 10.9 32.0–33.0 42.1–45.0 56.8–51.7
δS4(mm) 13.5 42.2–41.3 51.3–53.2 64.1–59.2

Table 10.5. Thickness of the boundary layers (double density).

Boundary layer thickn. Smooth bottom Veget. 5 mm Veget. 10 mm Veget. 15 mm

δS1(mm) 3.8 16.0–16.3 22.0–25.4 31.5–34.2
δS2(mm) 7.1 26.3–28.0 33.9–35.4 45.5–46.0
δS3(mm) 10.9 35.1–41.0 47.7–49.4 56.7–55.9
δS4(mm) 13.5 44.0–52.7 52.4–54.7 62.2–57.1

Starting from the two tables it is possible to state some general characteristics of boundary
layers over a vegetated surface:

1) Vegetation increases boundary layer thickness.
2) Previous increase is greater as vegetation is higher or denser.
3) Boundary layer thickness, either measured in the current centreline or measured in

correspondence to a row of cylinders, is practically the same.
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At this point, the local mean velocity distributions obtained for each test section and each
flow condition was changed into non dimensional values, through use of the velocity in the
free-stream and the boundary layer thickness.

This operation was performed to stress possible equilibrium characteristics of the
considered boundary layers.

As regards to this operation, it is suitable to remember that, according to the rule given in
paragraph 10.1.1, a boundary layer on a flat plate is called an equilibrium one when, in its
free-stream pressures (or piezometric heads for liquids), it has a streamwise zero gradient,
and consequently velocity distributions, once they have been made non dimensional in the
shape of velocity defect law, appear to superimpose on one another.

In the case we are dealing with, it is very hard even to try representing velocity distributions
in the shape of velocity defect law, because, in order to obtain such a representation, it would
be necessary to refer to friction velocities. Now, in the flows considered over a vegetated
surface, the friction velocities are variable from a point to another even in the same section (as
happens to velocity distributions too) because of the presence of sparse cylinders. Therefore,
in previous papers, the possibility to refer to friction velocity was discarded at all.

Furthermore, the distances of the test sections from the leading edge of the boundary
layer considered (from 20 cm to 50 cm), were of the same order one another, and, in this
conditions, the friction velocities in the standard boundary layer differ very little one another.
Consequently, the superposition of velocity distributions, in the shape of velocity defect law,
implies, with good approximation, also superposition of diagrams made non dimensional
in the simpler way previously specified, and vice-versa. This conclusion is fully confirmed,
for instance, by the diagrams of Figs. 10.10, . . . ,10.13, where also velocity distributions of
the equilibrium boundary layers case over smooth bottom are presented. These last specific
diagrams are made non dimensional through the aforementioned technique. Now, they
certainly should be superimposed in the shape of velocity defect law, and, in fact, appear to
be superimposed even in this new shape.

As a result of this reasoning, the condition of equilibrium flow can be assessed also taking
into consideration the superposition of diagrams made non dimensional in the simpler way
previously specified.

10.2.3 Non dimensional velocity distributions and relative processing

The local mean velocity distributions relative to all the vegetation types considered and to
both measurement verticals taken in consideration are represented in Figs. 10.14, . . . ,10.25.

In each of the diagrams the non dimensional velocity distributions of all the four test
sections relative to one single vegetation type are reported. Some different behaviours can
be observed between the least high and least dense vegetation (for instance 5 mm single
density) on one side, and the highest and most dense vegetation (for instance 15 mm and
double density) on the other. In the first cases the non dimensional distributions superimpose
one another perfectly; in the second case this superimposition is limited to the higher side
of the diagrams (practically higher than the vegetation height).

It is evident that in the second case, vegetation disturbance is so great that the velocity
distribution within the vegetated layer comes close to a constant value, and that it is this
behaviour that prevents the velocity distributions superimposing one another.

Recalling that superposition of non dimensional velocity distributions is the main char-
acteristic of equilibrium boundary layers, it is possible to state that, in conditions where the
vegetation perturbation to the stream is lower, the equilibrium characteristics completely
hold; whereas, in conditions where the vegetation perturbation to the stream is higher,
the equilibrium characteristics hold only in that part of the stream which is not directly
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Figure 10.14. Non dimensional local mean velocity distributions, central verticals (5 mm cylinders
single density).
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Figure 10.15. Non dimensional local mean velocity distributions, central verticals (10 mm cylinders
single density).

influenced by the cylinders. in previous papers the authors coined the definitions of “full
equilibrium” and “partial equilibrium” for these two cases.

This behaviour is present either in the velocity distributions obtained in correspondence
to the central verticals, or in the velocity distributions obtained in correspondence to the
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Figure 10.16. Non dimensional local mean velocity distributions, central verticals (15 mm cylinders
single density).
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Figure 10.17. Non dimensional local mean velocity distributions, central verticals (5 mm cylinders
double density).

lateral verticals. A deep insight into this phenomenon also permits a mathematical rule to be
derived to determine its presence or its absence. In particular, it was stressed that the main
parameter that defines the presence or the absence of the phenomenon can be considered
to be the ratio between the cylinder height and the boundary layer thickness. Whether in
central verticals or in lateral verticals, the phenomenon does not appear as long as this ratio
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Figure 10.18. Non dimensional local mean velocity distributions, central verticals (10 mm cylinders
double density).
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Figure 10.19. Non dimensional local mean velocity distributions, central verticals (15 mm cylinders
double density).

does not approach the values of 0.35 in the case of single density and 0.28 in the case of
double density.

Interestingly these observations can be matched with some experimental data referred
by Tsujimoto (1999), even if relative to uniform flows. This author presents some velocity
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Figure 10.20. Non dimensional local mean velocity distributions, lateral verticals (5 mm single density).
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Figure 10.21. Non dimensional local mean velocity distributions, lateral verticals (10 mm single density).

distributions in currents with submerged cylinders as vegetated bottom, whose density can
be compared to our case of single density. In these data the distribution part within the
vegetated layer has shapes very similar to those found in the present paper in the case where
equilibrium no longer exists. Not surprisingly, the ratio between the cylinder height and the
full current height (for uniform flow the full current height can obviously be compared with
the boundary layer thickness) is 0.50; i.e. more than 0.35, which is further confirmation of
our previous conclusions.



282 Fluid Mechanics of Environmental Interfaces

1.5

1.0

0.5

0.0
0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

Sect.1 Sect.3Sect.2 Sect.4

u/u0

y/�i

Figure 10.22. Non dimensional local mean velocity distributions, lateral verticals (15 mm single density).
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Figure 10.23. Non dimensional local mean velocity distributions, lateral verticals (5 mm double density).

Previous observations can also show that, if we do not take into consideration the test
sections where vegetation is too high with respect to the boundary layer thickness, or also if
in these last test sections we take into consideration only the part of the distribution diagrams
higher than cylinder thickness, then a complete equilibrium holds.

Figs. 10.26–10.29 show the non dimensional velocity distributions related only to their
equilibrium portions. They have been collected together in four groups, each one relative to
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Figure 10.24. Non dimensional local mean velocity distributions, lateral verticals (10 mm double density).
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Figure 10.25. Non dimensional local mean velocity distributions, lateral verticals (15 mm double density).

one type of density and one well defined measurement vertical position. In each figure all
the three cylinder heights are considered and also the smooth bottom case as a comparison.

The main point that emerges from this new representation is that, even if we consider
the equilibrium portion of the diagrams, this equilibrium shape is not the same for each
vegetation type or even for the smooth bottom, but on the contrary is strongly dependent on
the vegetation characteristics. Perhaps this behaviour is due just to the circumstance that the
non dimensionalization has been performed not in the shape of velocity defect with respect
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Figure 10.26. Non dimensional local mean velocity distributions (0, 5, 10, 15 mm single density).
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Figure 10.27. Non dimensional local mean velocity distributions (0, 5, 10, 15 mm double density).

of the friction velocity as scaling velocity, but necessarily in the simpler way recalled. In
fact, with this processing modality, any reference to the different values of friction velocity,
no more among different test sections of a single type of vegetated current, but among
different types of vegetated currents, has been discarded. In Conclusion paragraph 10.4, a
possible new data processing which could overcome this difficulty will be outlined.

In order to characterize this behaviour using only a single value, a new definition was
coined by the authors: the “shape factor” of the distribution. In particular the characteristic
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Figure 10.28. Non dimensional local mean velocity distributions (single density).

1.5

1.0

0.5

0.0
0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

Smooth 5 mm10 mm15 mm

u/u0

y/�i

Figure 10.29. Non dimensional local mean velocity distributions (double density).

ratio δ99/δ97 was defined as the “shape factor” of the distribution and was calculated for
all the cases considered. The values obtained are reported in Table 10.6, where, again,
thin lines represent the central vertical measurements and bold lines the lateral vertical
measurements.
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Table 10.6. Different Shape Factors for the various flow conditions.

Boundary layer thickness Zero density Single density Double density

Height 0 mm 1.65–1.65 1.65–1.65 1.65–1.65
Height 5 mm 1.65–1.65 1.50–1.38 1.38–1.30
Height 10 mm 1.65–1.65 1.40–1.27 1.25–1.19
Height 15 mm 1.65–1.65 1.32–1.22 1.20–1.12

It is clear that the “shape factor” establishes a particular function, which is decreasing
in a monotonic way with increasing cylinder height, cylinder density, and proximity of
measurement vertical to a cylinder.

10.2.4 First partial conclusions

In conclusion, in previously cited papers the effects of a rigid fully submerged vegetated
bed on the hydrodynamics of a turbulent boundary layer developing over it have been
experimentally investigated. In these papers the boundary layer was a zero piezometric head
gradient, the vegetation was submerged, rigid and sparse and was modelled through use of
rigid cylinders; the dimensions and density of the cylinders generated six different vegetation
types; and finally experimental measurements of the instantaneous velocities were carried
out in verticals placed either along the axis of the flow or 1.25 cm apart (along a cylinder
row). The main results of these investigations were the following:

1) The shifting of the measurement verticals along the transverse test section does not
give rise to meaningful changes of the boundary layer thickness values;

2) The local mean velocity distributions made non dimensional with the boundary layer
thickness and the external stream velocity, show a “total” or “partial” equilibrium
characteristic (velocity distributions relative to the four test sections superimposing
one another) with every kind of vegetation (that is cylinder height and density) and
in relation to both vertical positions considered. The loss of “total” equilibrium in a
section depends on the ratio between the height of the cylinders and the thickness of
the boundary layer in the section: the limit values of this ratio depend on the density
type of the vegetation (0.35 for the single density and 0.28 for the double one), and are
the same apart from the measurements at vertical positions. In other words, therefore,
when vegetation is sufficiently sparse and/or low, this same vegetation acts simply as a
bottom roughness even in relation to distances from the bottom less than the vegetation
height; whereas when vegetation is more dense and/or higher, it significantly influences
at least the zone of the current lower than the cylinders height.

3) Taking into account only the “total equilibrium” distributions, the shape of these non
dimensional distributions depends on the chosen vegetation type and measurement
vertical. This circumstance perhaps must be attributed to the impossibility of non
dimensionalizing referring to both the velocity defect diagrams and friction velocity
scaling.

4) It is possible to define a particular “Shape Factor”, which sums up with just a single
value the characteristics of the shapes of the velocity distributions;

5) Finally the “Shape Factor” values are a decreasing function of vegetation height,
vegetation density and proximity of measurement vertical to a single cylinder.
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10.3 BOUNDARY LAYER ON A VEGETATED SURFACE WITH A
SUBMERGED, RIGID, DENSE VEGETATION

10.3.1 Generalities about experimental plant, data acquisition system and
experiments planning

The previous paragraph detailed an extensive survey carried out by the authors regarding a
non equilibrium boundary layer stream flowing over submerged, rigid, sparse vegetation.

Vegetation was represented by cylinders of differing heights (5, 10, 15 mm) and densities
(rectangular meshes 2.5∗5.0 cm2 or square meshes 2.5∗2.5 cm2).

Various interesting conclusions have been obtained about the behaviour of such a current.
In a more recent paper (Gualtieri et al., 2006) the authors investigated a boundary layer

current of the same type, but flowing over submerged, rigid, dense vegetation, very similar
to natural vegetation, such as that of Fig 10.30. This vegetation was modelled using a
commercial carpet of plastic grass 18 mm in height, glued onto a similar Plexiglas bottom
as previously used for the cylinders. The artificial grass was sufficiently resistant so that it
could be considered as rigid vegetation.

Figure 10.30. View of the submerged, almost rigid, thick vegetation.

The aim of this new approach was to investigate any differences in the behaviour of the
stream with respect to the former vegetation type. For this reason most of the hydrodynamic
characteristics of the previous current were kept unaltered.

In particular the boundary layer was still a zero piezometric head gradient, obtained by
assuming a channel slope of 2.25%. Moreover the head on the vena contracta was set again
equal to 10.34 cm, so that the velocity in the recovery layer would be maintained at 1,424 m/s.

However, as regards the sluice gate height, two values of 8 cm and 10 cm were adopted,
in contrast to the 7.49 cm previously used. The reason for this choice lay in the fact that the
differing nature of the vegetation increased the boundary layer thickness at corresponding
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test sections, so that the free-stream became so thin as to make it doubtful that the velocity
distributions would remain independent of the flow height (even from the first test section
onwards). Consequently a first experimental run using a slightly greater sluice height (8 cm)
followed by a second run with greater sluice height again (10 cm) were carried out.

In relation to the acquisition surveys, for both the different flows similar surveys as
with cylinders were carried out. Furthermore, the acquisition instrumentation (LDA) was
exactly the same as in previous works. It is worth noting that in the case of the grass carpet,
measurements within the vegetation were not possible due to the technical limits of the LDA
instrumentation.

10.3.2 Velocity measurements and relative processing

The local mean velocity distributions were obtained experimentally and are reported in
Figs. 10.31, 10.32, 10.33, 10.34. In each diagram the distributions relative to “Sluice gate
opening 8 cm” and “Sluice gate opening 10 cm” are reported together with the distributions
relative to smooth bottom and to that with cylinders of 15 mm height displaced in double
density (i.e. the maximum height and the maximum density obtained with the cylinders).
From the bottom to the top of the diagrams the following are reported in the order: smooth
bottom; cylinders; grass with sluice gate opening 10 cm; grass with sluice gate opening
8 cm. As previously, the verticals relative to the 95%, 97% and 99% of u0 values are
traced.
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Figure 10.31. Velocity distributions in test section 20 cm.

A preliminary observation of velocity distributions suggested some first considerations.
First of all it was possible to observe that, in presence of the vegetal carpet, the local

mean velocities were lower and consequently the boundary layer thickness was larger with
respect to the case when cylinders were used. This outcome is due either to the larger height
of the grass carpet with respect to the cylinders or to the much greater density of the carpet
vegetation.
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Figure 10.32. Velocity distributions in test section 30 cm.
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Figure 10.33. Velocity distributions in test section 40 cm.

It was moreover evident that, in the same test section, velocity distributions relative to
“Sluice gate opening 8 cm” and “Sluice gate opening 10 cm” did not superimpose on one
another, so that, as had been foreseen, the independence of the velocity profiles from the
flow height could no longer be verified. This characteristic is certainly due to smallness or,
in the last test sections, even a lack of a free-stream. It is worth noting that it is possible to
demonstrate through continuity considerations that lack of free-stream prevents any possible
superposition.

More detailed results could be obtained through non dimensional distributions observa-
tions.
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Figure 10.34. Velocity distributions in test section 50 cm.
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Figure 10.35. Non dimensional velocity distributions, sluice gate opening 8 cm.

In Figs. 10.35 and 10.36 non dimensional velocity distributions are reported, with regard
to “Sluice gate opening 8 cm” and “Sluice gate opening 10 cm” respectively.

In these distributions velocities are scaled always with u0 = 1,424 m/s, whereas the heights
are scaled with the boundary layer thickness obtained through the 85% value of u0 velocity
(obviously called δ85). This last choice was a result of the fact that it was impossible to
obtain the δ99 values in all test sections and with both sluice gate openings.

Comparing the corresponding distributions of the two different diagrams, it could be
clearly observed that they did not superimpose, as had been foreseen: a fact due to the
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Figure 10.36. Non dimensional velocity distributions, sluice gate opening 10 cm.

different shapes of the dimensional distributions. The main observation, however, was that
even the four diagrams relative to the four test sections for the same flow did not superimpose
on one another, so that it appeared clear that with this type of vegetation the obtained
boundary layer was no more an equilibrium boundarylayer.

10.3.3 Second partial conclusions

In conclusion, in the papers cited in paragraph 10.2, the effects of a rigid fully submerged
vegetated bed on the hydrodynamics of a turbulent boundary layer developing over it have
been experimentally investigated. In the paper cited in this paragraph, the boundary layer
was characterised by a zero piezometric head gradient, the vegetation was submerged, rigid
and dense and was modelled using a carpet of commercial plastic grass; moreover, there
were two flows investigated, both equal except for the aperture value of the initial sluice
gate (8 cm and 10 cm respectively). The main result of this investigation was the following.

When the vegetation is no longer sufficiently sparse and low and instead is very dense
and possibly quite high, and the height of the flow is no longer sufficient with respect to
this new vegetation typology, the boundary layer loses its main characteristics.

In particular, even considering a case of zero pressure (or piezometric head) gradient in
the free-stream, the boundary layer no longer displays the other equilibrium characteristics.
That is, it does not display superposition of the non dimensional velocity distributions in
subsequent test sections. Moreover, under such circumstances, the boundary layer does not
even display the simpler characteristics of standard boundary layers (i.e. superposition of
dimensional and non dimensional velocity distributions with changing of current height).

10.4 CONCLUSIONS

This Chapter reports the results of a long-term experimental research.
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The experimental research refers to a topic that appears to be new at all in international
literature, at least as far as the authors know. This topic is relative to the behaviour of water
boundary layers flowing over a vegetated surface.

In order to limit the possible extension of the argument, either the possible boundary
layers or vegetation types have been strictly selected. As for boundary layers, the type with
zero piezometric head gradient has been chosen. As for vegetation, the rigid submerged
vegetation has been taken into consideration. Many types of rigid submerged vegetation
have been considered, starting from a very sparse and very low type, and reaching a very
dense and higher type.

The most intriguing result of the first step of the research has been that, in case of very
sparse and very low vegetation, the boundary layer totally holds its equilibrium characteris-
tics, typical of boundary layers with zero piezometric head gradient flowing over a smooth
bottom. Surely, this was not a result expected.

In cases of vegetation more dense and/or high, this characteristic behaviour holds only in
the layers of the flow not directly obstructed by vegetation (partial equilibrium).

In any case, in presence of a total or partial equilibrium, the characteristic shape of
the considered suitable non dimensional velocity distribution depends on the vegetation
typology present on the currents’ bed. This property perhaps depends on the particular
choice of the non-dimensionalizing procedure, which is due to the difficulty of defining
and computing a friction velocity in this type of current.

The second step of the research allows to supplement results relative to boundary layer
behaviour with sparse rigid submerged vegetation with the alternative boundary layer
behaviour in case of dense rigid submerged vegetation. In fact, when the vegetation is
no longer sufficiently sparse and low and instead is very dense and possibly quite high, and
the height of the flow is no longer sufficient with respect to this new vegetation typology,
the boundary layer loses its main characteristics.

The comments above now allow a simplified and unified description of the charac-
teristics of a boundary layer flowing over a bed covered with submerged, rigid, sparse
or dense vegetation In fact, referring now to both types of vegetation investigated (sub-
merged, rigid sparse; and submerged, rigid, dense), and drawing on a concept introduced
in paragraph 10.2.4 relative to total and partial equilibrium characteristics, it is possible
to roughly divide the effects of vegetation on velocity distributions into three principal
cases.

First case: Vegetation very sparse and/or low—the boundary layer with zero piezometric
head gradient holds its total equilibrium characteristics, even in the lower layers of the
stream, but with velocity distribution shapes that depend on vegetation characteristics.

Second case: Vegetation more dense and/or higher—the boundary layer with zero piezo-
metric head gradient holds its equilibrium characteristics only partially, in particular in the
layers more distant from the bottom than the vegetation height, still with velocity distribution
shapes that depend on vegetation characteristics.

Third case: Vegetation very dense and high so that the free-stream becomes very thin or
at worst no longer exists. The boundary layer with zero piezometric head gradient no longer
behaves either as an equilibrium boundary layer or as a standard boundary layer.

Finally, the third step of the research has scarcely begun. Its main aim is to overcome
the difficulties relative to the different shapes of the equilibrium velocity distributions as a
function of the vegetation typology, or even to the total lack of equilibrium in cases of more
dense and higher vegetation.

The method that authors are pursuing is to limit the velocity distributions in so far as they
relate to distances from the bottom that are greater than the vegetation height.

Moreover, the velocity distributions will become “differential velocity distributions”,
if we consider as starting points the distributions relative to the vegetation height in the
ordinate, and the water velocity at the vegetation height in the abscissa.
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APPENDIX—LIST OF SYMBOLS

List of Symbols

Symbol Definition Dimensions or
Units

F first experimentally based PDT distribution function
F′ second experimentally based PDT distribution function
Q volumetric flow rate of the current [L3T−1]
TKE turbulent kinetic energy [ML2T−2]
W Coles’ wake function
h height of canopies in Poggi’ paper [L]
k turbulent kinetic energy per unit mass [L2T−2]
n Manning’s roughness coefficient
u longitudinal velocity at a distance y from the bottom [LT−1]
uk longitudinal velocity at the interface vegetation layer

and surface layer [LT−1]
u0 longitudinal velocity in the free-stream layer [LT−1]
u′

0 fluctuating velocity in the streamwise direction at y = δ [LT−1]
u∗ = (τ/ρ)1/2 friction velocity [LT−1]
y distance from the bottom of a point of the flow [L]
z distance from the bottom of a point of the flow

in Poggi’ paper [L]
z vegetation height in Klopstra model [L]
" Coles’ wake parameter
α exponent in Tsujimoto Reynolds stress law coefficient

in Poggi’ paper
α characteristic length in Klopstra model [L]
β exponent in Tsujimoto velocity law
δ boundary layer thickness [L]
δ85 boundary layer thickness at 85% of u0 [L]
δ97 boundary layer thickness at 97% of u0 [L]
δ99 boundary layer thickness at 99% of u0 [L]
ε dissipation rate of k [L2T−3]
κ von Kàrmàn constant
ν water kinematic viscosity [L2T−1]
π pi greek value
ρ water Density [ML−3]
τ shear stress [ML−1T−2]
τk shear intensity at the interface vegetation layer

and surface layer [ML−1T−2]
ω dissipation rate of TKE per unit kinetic energy [T−1]
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Mass transport in aquatic environments
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ABSTRACT

All forms of aquatic life rely on the surrounding fluid for the transport of resources and
the products of metabolic activity. The processes that affect the transport of material to and
from the surface of an organism include molecular and turbulent diffusion. However, since
the viscosity of water is about 55 times that of air, the scales at which these processes occur
are different and may represent considerable constraints to aquatic organisms. Transport
processes in aquatic environments are considered for both pelagic (i.e., those in the water
column) and benthic organisms (i.e., those at the bottom). The relevant issues related to
mass transfer to and from benthic plants and animals are considered in detail.

11.1 INTRODUCTION

The concept of mass transfer is essential in aquatic environments where the fluid medium—
water—serves to facilitate myriad biological processes. These include the delivery of gases
used in the most basic and fundamental biochemical reactions related to the fixing of dis-
solved inorganic carbon (DIC; largely CO2) via photosynthesis or chemosynthesis and the
oxidation of oxygen (O2) in respiration. They also include more complex ecological pro-
cesses related to suspension feeding—the selective removal of nutritious particles from a
virtual soup of material—and sexual reproduction—where sperm and eggs broadcast into
a seemingly infinite spatial domain must contact one another to continue the cycle of life.
All of these examples involve the physical transport of dissolved and/or particulate matter
to and from aquatic organisms. The transport of these scalar quantities, whether it is gener-
ated by the organism or through environmental flows, is dictated by the principles of fluid
dynamics. There is nothing magical involved, but scientific insights continue to provide
intriguing examples of how aquatic organisms have evolved to use fluids.

In the parlance of fluid dynamics, it is the flux of scalar quantities (i.e., J = UC, where U is
the velocity, and C is the concentration of the scalar) that links physics and biology in aquatic
environments. It is relevant to note that it is the product of the vector and the scalar that is
important rather than either the velocity or concentration alone. Too often the emphasis in
many biological studies, including those of the authors, has focused on comparisons across
a range of velocities; the classical experimental approach of holding one variable constant.
However, a simple thought experiment will reveal that it is possible to generate the same
value for J using different combinations of values for U and C. This observation should
not lead the reader to think that it is physics alone that is important, rather it is evident that
biology is complex and cannot be understood solely through the examination of physical
principles (c.f., Pennycuick, 1992).
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The focus of this chapter is mass transport in aquatic environments. From the onset this
may appear to be a relatively simple task until the spatial and temporal scale and diversity
of processes involved are considered. For example, aquatic organisms span eight orders of
magnitude in terms of length (10−7−101 m) and 21 orders of magnitude (10−16−105 kg) in
terms of mass (McMahon and Bonner, 1983; Niklas, 1994). It would be inconceivable to
think, for example, that the same physical processes apply to a bacterium moving at µm s−1

and a whale swimming at many m s−1, however the truth or falsehood of this statement is
scale dependent. Moreover, there are at least two scales that need to be considered, namely
spatial and temporal (via velocity) scales. The familiar non-dimensional Reynolds number
(Re = lU/ν; where l is the length, and ν the molecular diffusivity of momentum), which
relates inertial to viscous forces, provides the context by which to make this comparison
(e.g., Vogel, 1994; White, 1999). A comparison of processes that occur at Re based on the
scale of the whale (Re>> 103) are turbulent in nature whereas those that occur at Re based
on the scale of the bacterium (Re<< 1) are creeping. Similarly, transport in the former is
advective, whereas it is diffusive for the latter. There are exchange processes at the whale’s
surface however, that occur at the “bacterium scale”, but the bacterium will never experience
processes at the “whale scale” given that its environment is circumscribed within the smallest
oceanic eddies (i.e., the Kolmogorov microscale; η∼ several mm in the upper mixed layer;
see Mann and Lazier, 2006). In other words, at large spatial and velocity scales conditions are
turbulent and transport is advective, and simultaneously they are laminar and diffusive when
examined at very small spatial and velocity scales within the external flow environment.
Dealing with this continuum of scales will appear throughout this chapter, but the majority
of the examples chosen are biased toward the 10s of cm and cm s−1 scales and smaller. In
addition, this chapter is not meant to be an exhaustive review, rather it was written to provide
some historical context along with the state of the art developments, which are leading to
some new understanding of aquatic environments (see for example, Niklas, 1992; Okubo
and Levin, 2002; Mann and Lazier, 2006).

11.2 AQUATIC ENVIRONMENTS

When dealing with any problem or idea, it is first necessary to define the appropriate
boundary conditions. This chapter will be restricted to mass transport processes in organisms
inhabiting surface waters (e.g., Fischer et al., 1979), and will not deal with groundwater and
other interstitial environments (e.g., transport in porous material; de Beer et al., 1994; de
Beer and Kühl, 2001). There are a large number of ways in which to classify the structure of
surface waters due largely to the availability of light and tidal forcing, which lead to different
categorizations between marine and freshwater ecosystems (Fig. 11.1). For example the
regions closest to shore are referred to as intertidal zones in marine ecosystems and littoral
zones in both marine and freshwater systems. This is quite reasonable in the former given
that the tidal influence can be so pronounced in terms of the periodic variation of conditions
imparted on the resident organisms (Ingmanson and Wallace, 1995). An analogous approach
is used to discriminate among freshwater ecosystems as to whether they are lotic (flowing
waters, such as streams and rivers) or lentic (standing waters, such as ponds and lakes)
(Kalff, 2001; Wetzel, 2001). From the perspective of this chapter, the real issue is whether
the organism is pelagic (living freely within the water column) or benthic (attached to the
bottom or a surface). Several important distinctions emerge from this perspective. Pelagic
organisms exist in a Lagrangian reference frame as they are transported along with the
water and where they may experience relative motions. This concept, which was introduced
above, holds that organisms smaller than η (i.e., several mm in the upper mixed layer;
e.g., many species of phyto- and zooplankton) live within the shelter of eddies. Conversely,
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Figure 11.1. The principle classification of aquatic environments and some of the classification used in marine
and freshwater ecosystems. Both ecosystems include an open water or pelagic zone (limnetic zone in freshwater)
and a bottom oriented or benthic zone. The penetration of light is relevant in both cases, where the compensation
depth marks the limit of the photic zone where phytoplankton can survive. In freshwater, the depth limit of rooted
macrophytes delimits the bottom of the littoral zone, whereas tidal exchanges provide the various demarcations in

marine systems. Note that the depth scales is much compressed in marine ecosystem.

benthic organisms, which are fixed to the bottom, inhabit an Eulerian reference frame and
may experience both relative and absolute motions depending on their length. For most
benthic organisms this has led to diminutive size in highly energetic environments where
the whiplash-like forces of breaking waves can cause tissue damage or detachment (Denny,
1988). There are exceptions however, where long lengths can provide an escape from the
breaking waves through the response known as “going with the flow” (see review in Okubo
et al., 2002). Recognizing these patterns and distinctions, it is possible to apply the principles
of mass transport equally well to organisms living in the benthos of an estuary, a river, a coast,
or a lake.

11.2.1 Aquatic ecosystems

It would be relevant to develop further the ecosystem concept, which can be defined as the
sum total of the biotic (living) and abiotic (non-living) elements and processes that occur
within a particular designation (e.g., Ricklefs and Miller, 2000). In this way we can define a
marine ecosystem, an estuarine ecosystem, an eelgrass ecosystem, an epiphytic ecosystem,
and so forth to as many scales as one could envision (note that this example was chosen
to demonstrate the hierarchy of scales; e.g., Nybakken and Bertness, 2005). The term has
merit as a concept in that it is all encompassing within a system-based perspective, which
provides for an understanding of the mechanistic basis of the system and allows for the
comparison among ecosystems. It is also limiting because of its lack of precision of how
to designate the unit, and thus avoid confusion. This is somewhat analogous to the other
hierarchical scaling phenomena discussed above.

The systems analogy allows for the definition of the constituent biological components
as: (1) producers (autotrophs), which are the organisms that fix chemical energy from sun-
light or other sources of electron transfer (e.g., chemosynthesis), such as planktonic algae
[photosynthetic protists], macroalgae, seagrasses, aquatic, marsh plants, etc.; (2) consumers
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(heterotrophs), which are the organisms that eat the producers such as herbivorous zooplank-
ton, bivalves, snails, fish, turtles, sea urchins, etc.; (3) predators, which are the organisms
that eat the consumers, such as large zooplankton, fish, snails, birds, etc.; and (4) detriti-
vores, which are the organisms that utilize waste products such as fungi, bacteria, protists,
and annelids. There are of course many exceptions whereby organisms may be omnivorous
and feed on more than one trophic level (Ricklefs and Miller, 2000). It is also possible to
define the nature of the aquatic ecosystem through its trophic status, which provides a short
hand indication of the nutrient status and productivity—either as gross primary productivity
(GPP) or net primary productivity (NPP) after the subtraction of the production used for res-
piration (Ricklefs and Miller, 2000). Productivity in this case refers to the fixation of carbon
(usually gC m−2 yr−1, i.e., flux) via the photosynthesis of cyanobacteria (blue-green algae),
photosynthetic protists (algae) both planktonic (phytoplankton) and macrophytic (macroal-
gae or seaweeds), and nonvascular (i.e., mosses) and vascular plants (ferns, seagrasses,
aquatic angiosperms or aquatic weeds).

Given that productivity is driven by nutrient levels it is not surprising that nutrient status
is used to describe the trophic state of the aquatic environment (Kalff, 2001; Wetzel, 2001;
Nybakken and Bertness, 2005). These states can represent the natural progression of tem-
poral changes that occur as a newly formed water basin ages through time (note that this
can also apply to a coastal embayment). In this scenario, the water body begins with rela-
tively clear water with few nutrients, low productivity and biodiversity (i.e., oligotrophic)
and through time as nutrients and sediments accumulate in the basin it progresses through
mesotrophic, eutrophic and finally dystrophic where the accumulated organic matter can
render the water acidic in freshwater systems (Table 11.1). Not surprisingly, excess nutrient
input (principally phosphorus in freshwater and nitrogen in marine) through human activity
has resulted in cultural eutrophication. Much of the past 40 years of research and engineer-
ing have been devoted to the elimination of these nutrient inputs and many researchers are
describing the oligotrophication of previously culturally eutrophic environments.

Table 11.1. Trophic status of aquatic environments, which follow a continuum of sorts from low nutrient levels,
productivity and biodiversity to higher levels, which can be disrupted in the extreme case of dystrophic

conditions.

Trophic status

Condition Oligotrophic Mesotrophic Eutrophic Dystrophic

Nutrients Low Moderate High Excess
Productivity Low Moderate High Low
Biodiversity Low Moderate High Low

11.3 THEORY DEVELOPMENT

As indicated above, water flowing around organisms (e.g., macrophytes, sediments, corals,
and mussel beds) provides a mechanism that supplies and removes scalar quantities (e.g.,
dissolved gases, nutrients, seston, and gametes). Therefore, the mass transport of these
scalars is an essential process for aquatic organisms (Jørgensen and Des Marais, 1990; Falter
et al., 2004; Larned et al., 2004; Nishihara and Ackerman, 2006, 2007a). Mass transport
is also a complex process involving diffusion (i.e., molecular and turbulent diffusion),
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advection, and boundary layer reactions, which are influenced by the properties and flow
characteristics of the water, the biological and physical characteristics of the organism,
the concentration and diffusional characteristics of the scalar quantity, and the kinetics
and mechanism of the boundary layer reactions (Chambré and Acrivos, 1956; Acrivos and
Chambré, 1957; Chambré and Young, 1958; Libby and Liu, 1966; Dang, 1983; Nishihara
and Ackerman, 2006, 2007a).

11.3.1 Momentum and concentration boundary layers

Water flowing over a surface forms a momentum boundary layer (MBL) that can have lam-
inar, transitional, or turbulent characteristics, depending on spatial and velocity scales that
can be determined through the local Reynolds number (Re = xU/ν, where x is the down-
stream distance). The MBL forms as a result of the tendency of water to adhere to surfaces
(i.e., the no-slip condition; U = 0), which produce tangential forces (i.e., shear stresses; τ)
that are greatest at the water-surface interface (i.e., wall shear stress; Ackerman and Hoover,
2001). The laminar MBL in two-dimensions can be described by solving the continuity
equation and the equation of motion and their exact and approximate solutions are well
known (Schlichting and Gersten, 2000). More importantly, the solutions provide a measure
of the MBL thickness (δMBL), and in the case where the organisms can be approximated as
a flat plate (Fig. 11.2), the δMBL at a given distance downstream (x) from the leading edge is

δMBL ≈ 5 x

Re1/2
x

(11.1)
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Figure 11.2. The momentum boundary layer and concentration boundary layer over a model leaf. The velocity
gradient is a result of the no-slip condition at the water-surface interface and the concentration gradient occurs,

given that the leaf surface acts as a sink and consumes all of the scalar arriving to the surface (C = 0).

The turbulent MBL has vertical structure with three regions extending from the surface:
(i) the viscous sublayer (VSL) where forces are largely viscous in nature; (ii) the logarithmic
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layer where inertial forces begin to dominate; and (iii) the outer layer where conditions
approach those of the free stream (Nishihara and Ackerman, 2006, 2007b; see Table 11.2).
Within the VSL, there is a very thin diffusional sublayer (DSL) where processes are largely
diffusive in nature (see below).

Table 11.2. A comparison of momentum and concentration boundary layer definitions and theoretical values of
their thickness (δ) over flat plates.

Distribution of momentum Distribution of scalar

Momentum Boundary Layer (MBL) Concentration Boundary Layer (CBL)
region from the surface to region from the surface to
0.99U 0.99Cbulk

Laminar1 δMBL = 5x
Re1/2

x
Laminar δCBL = 5x

Re1/2
x Sc1/3

Turbulent δMBL = 0.16x
Re1/7

x
Turbulent δCBL = 0.16x

Re1/7
x Sc1/3

Outer Region (Eckman Layer2) Outer Region
region where ∂u/∂z → 0 region where ∂C/∂z → 0

(KD ≈ Kν)>D
– –

Inertial Sublayer Exponential Region
region where ∂u/∂z is region where ∂C/∂z is
exponential; ν negligible exponential; D negligible
δISL ∼ 0.15δMBL –

Viscous Sublayer (VSL) –
region where Kν = ν –
δVSL = 10 ν

u∗ –
Diffusional Sublayer (DSL) Diffusional Boundary Layer (DBL)

region where D dominates region where (KD ≈ Kν)<D
δDSL = δVSLSc−1/3 depends on the nature of scalar

sink/source; δDBL ≤ δDSL

1 Rex = 3 − 5 × 105 marks the transition to turbulence; 2 where Coriolis effects are relevant.

By analogy, when scalars are consumed or produced at the surface of organisms, concen-
tration boundary layers (CBL) will form. The CBL can be described in two-dimensions as

u
∂C

∂x
+ w

∂C

∂z
= ∂

∂z

[
(D + KD)

∂C

∂z

]
+ R (11.2)

where u and w are the velocities in the x and z (vertical) directions, D is the molecular
diffusivity of the scalar, KD is the turbulent analogue to D, and R is a homogeneous reaction
that occurs within the CBL (Fig. 11.3; Nishihara and Ackerman, 2006, 2007a). Consider the
simplest cases where the boundary conditions at the water-surface interface is constant (i.e.,
where the surface concentration or flux is invariant), there are no homogeneous reactions,
and the turbulent diffusivity of the scalar (KD) is much smaller than D and can be neglected
(Hanratty, 1956; Shaw and Hanratty, 1977; Na and Hanratty, 2000). In this case, Eqn. (11.2)
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Figure 11.3. A schematic of the process occurring in the concentration boundary layer (CBL) important to mass
transport in aquatic systems. Mass transfer is a function of advection, turbulent and molecular diffusion, as well

as heterogeneous and homogeneous boundary layer reactions that occur at the surface and in the CBL.

can be solved using the similarity principle (Schlichting and Gersten, 2000) and the thickness
of the CBL (δCBL) is given by

δCBL ≈ 5 x

Re1/2
x Sc1/3

(11.3)

where Sc is the Schmidt number defined as the ratio of the ν to D. Note that δCBL is thinner
than the δMBL by a factor of Sc1/3 (i.e., compare Eqn. (11.1) and (11.3); see Table 11.2).

The CBLs in aquatic systems may have a structure similar to that of a MBL (Fig. 11.3;
Levich, 1962; Nishihara and Ackerman, 2006; see Table 11.2). Adjacent to the surface
there is a thin region of fluid, the diffusive boundary layer (DBL), where the KD <D and
molecular diffusion is the dominant form of mass transport. The thickness of this region,
which is incorrectly equated to the DSL of the MBL, extends to a height where KD = D.
It is relevant to note that advective transport parallel to the surface is also present in this
region; therefore, diffusion is the primary mode of mass transport only in the fluid nearest
to the surface where the no-slip condition is valid. Above the DSL, KD begins to dominate
D (Levich, 1962; Shaw and Hanratty, 1977; Bird et al., 2002) and further from the surface,
in the outer region, KD >>D, and the concentration gradient is small (Bird et al., 2002;
Nishihara and Ackerman, 2006).

11.3.2 Surface and CBL Reactions

Unfortunately, the boundary conditions at the water-surface interface of biological systems
can be complex (Nishihara and Ackerman, 2006, 2007a, b), which invalidates the assump-
tions of constant concentration or flux used to derive Eqn. (11.3). This is due to the variety of
boundary layer reactions (i.e., heterogeneous and homogeneous boundary layer reactions)
that can occur as a result of physiological activity, such as photosynthesis, nutrient uptake,
and bicarbonate-carbonate chemistry (Table 11.3; Tortell et al., 1997; Wolf-Gladrow and
Riebesell, 1997; Martin andTortell, 2006; Nishihara andAckerman, 2007a). Heterogeneous
reactions, occurring at the water-surface interface, serve to control the flux of material in
and out of the CBL (Fig. 11.3). The kinetics can be linear or nonlinear and can vary with the
concentration of the reactant and the location of the reaction (Jørgensen and Revsbech, 1985;
Ploug et al., 1999; Nielsen et al., 2006; Nishihara and Ackerman, 2007a). Homogeneous
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Table 11.3. Examples of heterogeneous and homogeneous boundary layer reactions that may influence the
boundary conditions of the mass transport equations.

Biological processes Type of reaction Reference

Nutrient uptake in oligotrophic Constant concentration, Thomas et al., 1985,
water heterogeneous 1987, 2000; Sanford

and Crawford, 2000;
Phillips and Hurd, 2003;
Larned et al., 2004

Nutrient uptake in eutrophic Constant flux, heterogeneous Sanford and Crawford,
water 2000
Ammonium uptake in Linear flux, heterogeneous Nishihara et al., 2005
Laurencia brongniartii
Photosynthesis in Vallisneria Nonlinear flux, heterogeneous Nishihara and
americana Ackerman, 2006, 2007b
Suspension feeding activity Nonlinear, heterogeneous Ackerman, 1999;
of mussels Ackerman et al., 2001;

Ackerman and
Nishizaki, 2004;
Tweddle et al., 2005

Pollen and spore dispersal Nonlinear, heterogeneous Ackerman, 2000, 2006;
Okubo and Levin, 2002

Fertilization by broadcast Linear/Nonlinear, Okubo et al., 2002;
spawning homogeneous Okubo and Levin, 2002
Bicarbonate–carbon dioxide Linear, homogeneous Wolf-Gladrow and
chemistry above Riebesell, 1997; Tortell
photosynthesizing organisms et al., 1997; Nishihara

and Ackerman, 2006,
2007a, b

reactions, which occur in the CBL, will also influence the concentration gradient in the CBL
and violate the assumptions made to derive Eqn. (11.2) (Fig. 11.3). When reactions occur
in the CBL, they serve to decrease and increase δCBL as the reaction consumes and pro-
duces the scalar, respectively (Bird et al., 2002). Therefore, Eqn. (11.2) developed through
the assumptions of constant concentration or flux does not apply when the heterogeneous
reactions vary or when there are homogeneous reactions occurring in the CBL.

The deviations from Eqn. (11.3) have been examined in detail from a chemical engineer-
ing perspective (Chambré and Acrivos, 1956; Acrivos and Chambré, 1957; Chambré and
Young, 1958; Freeman and Simpkins, 1965; Chung, 1969). Along a flat-plate undergoing a
heterogeneous linear reaction where a scalar quantity is consumed, the δCBL is influenced
by the magnitude of the reaction and its proximity to the leading edge. Near the leading
edge, if mass transfer rates are greater than the reaction rate, mass transport is kinetically
limited (Chambré and Acrivos, 1956; Acrivos and Chambré, 1957). Therefore, the con-
centration at the surface (Csurface) is approximately that of the bulk concentration (Cbulk).
Much further downstream from the leading edge where the CBL is thick, mass transfer
can be slower than the reaction rate (i.e., mass transfer limitation), and the concentration at
the surface is significantly lower than the bulk concentration (Chambré and Acrivos, 1956;
Acrivos and Chambré, 1957). Therefore, the ratio of the CBL to the MBL may vary (Eqn.
(11.3)) with regards to space, the reaction rate, and the reaction mechanism. For example,
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consider the case where mass transfer does not limit nutrient uptake (J ) and J is not a func-
tion of the surface concentration. In this case, the surface concentration will decrease on the
order of x0.5 within a laminar CBL (Fig. 11.4). However, it has been suggested (Chambré
and Acrivos, 1956; Acrivos and Chambré, 1957) that if a heterogeneous boundary layer
reaction is a first-order (i.e., linear) process, a similar monotonic decrease in surface con-
centration will be observed, although the initial decrease of the scalar quantity will be of a
smaller magnitude than for a constant reaction rate (Fig. 11.4). Moreover, it appears that for
more complex reaction mechanisms (i.e., Michaelis-Menten-like reactions; Nishihara and
Ackerman in review), there will be little change in surface concentrations near the leading
edge, however a large decrease will be observed further downstream (Fig. 11.4) after which,
the surface concentrations are predicted to asymptote to some finite value.
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Figure 11.4. The measured and modeled oxygen gradient over a photosynthesizing leaf of the freshwater
macrophyte, Vallisneria americana (modified after Nishihara and Ackerman, 2007b). The concentration

boundary layer thickness (δCBL) and the diffusive boundary layer thickness (δDBL) are also given.

For homogeneous reactions that consume scalars, the CBL is thinner than predicted
by Eqn. (11.3) (Bird et al., 2002), and it will decreases monotonically in thickness with
increasing distance from the leading edge (Chambré and Young, 1958). However, if the
homogeneous reaction serves to produce a scalar quantity, the shape of the CBL and the
concentration gradient is not as simple. Specifically, the shapes of the gradient and CBL will
be similar to that of a non-homogeneous reactions near the leading edge, however further
downstream, the scalar begins to accumulate in the CBL drastically altering the shape of
the gradient and the characteristics of the CBL (Chambré and Young, 1958).

The combined effects of heterogeneous and homogeneous boundary layer reactions on
mass transfer are not well known, however along the axial length of a pipe homogeneous
reactions were suggested to have a greater influence on the consumption of scalar quantities
(Dang, 1983). Biological systems involve reactions as complex as their chemical engi-
neering analogues. Given that heterogeneous boundary layer reactions common to biology
cannot always be described by simple linear or power-law functions (e.g., Michaelis-Menten
kinetics), analytical solutions to determine characteristics of the CBL (e.g., Dang, 1983)
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are difficult to derive. Consequently, the δCBL and concentration gradients must be deter-
mined experimentally, to ensure that the fluxes and mass transfer rates derived from the
concentration gradient are not based on violations of the assumptions made in Eqn. (11.3).

11.3.3 Concentration boundary layer measurements

It is relatively simple to determine the concentration gradient over the surface provided the
scalar quantity can be measured easily. Unfortunately there are few scalars for which this can
be achieved. The widespread use of oxygen microsensors (Glud et al., 1999; Ploug et al.,
1999; Hondzo et al., 2005; Nishihara and Ackerman, 2006, 2007a, b) has facilitated the
measurement of O2 CBLs over respiring and photosynthesizing surfaces. By appropriately
positioning the microsensor, the concentration gradient over the surface can be recorded
and analyzed to provide the δCBL, the thickness of the diffusive boundary layer (δDBL, where
the DBL is a layer of fluid adjacent to the surface, where diffusion is the primary form of
mass transfer), and the oxygen flux at the water-surface interface. It is important to make
the distinction between the concept of the DSL and the DBL (Table 11.2). Whereas the DSL
is a sublayer of the VSL and the ratio of the DSL to VSL is ∼Sc−1/3 (Levich, 1962; Bird
et al., 2002), the DBL is a region within the CBL and will not necessarily scale with the
VSL thickness uniformly over the surface of a flat plate (i.e., an organism) (Nishihara and
Ackerman, 2007b, in review).

Typically, only the flux and the δDBL could be determined from the oxygen gradient due
to the limited spatial resolution. Flux was evaluated by determining the slope of a line fit
to the data points closest to the surface, in the region before the points became nonlinearly
distributed, and multiplying the slope by the molecular diffusivity (D) for oxygen (Jørgensen
and Des Marais, 1990; Ploug et al., 1999; Køhler-Rink and Kühl, 2000). The δDBL was then
estimated by extrapolating the line out so that it would intercept a line drawn through the
data point in the bulk water (Fig. 11.4). The location of the intercept of these two lines
was used to provide an estimate of the δDBL. This approach is limited because it ignores the
nonlinearity observed in many of the datasets involving oxygen concentration gradients, and
it is subject to errors in estimate due to the small number of data points used to determine
the slope (Nishihara and Ackerman, 2007b). The solution to this problem is to select an
appropriate function that can be used to model the concentration gradient determined with
a microsensor.

Whereas there are a number of exponential and transcendental functions available, the
hyperbolic tangent function provides an excellent solution to the problem of determining
CBL properties from scalar gradients (Nishihara andAckerman, 2006, 2007b). This function
has the property that (i) far from the surface, the curve is asymptotic (i.e., models the bulk
concentration) and (ii) adjacent to the surface, the first derivative of the curve is nonzero
(i.e., can approximate the slope at the water-surface interface). Moreover, by making the
concentration gradient dimensionless (θ) the hyperbolic tangent can be easily fit to the data
regardless of whether the surface is a sink or source, by normalizing the concentration
gradient [C(z)] to values from 0 to 1 (Fig. 11.4)

θ(z) = C − Csurface

Cbulk − Csurface
(11.4)

A two-parameter hyperbolic tangent function can also be fit using nonlinear regression to
the dimensionless concentration gradient (θ)

θ(z) = Atanh
(

B

A
z

)
(11.5)
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where parameter A and B are constants. At the water-surface interface, the no-slip condition
is valid and there is no advective component to mass transfer. Therefore, Fick’s law

J(z=0) = −D
∂C

∂z
(11.6)

can be used to determine the flux through the interface by combining Eqn. (11.4) and (11.5)

C − Csurface

Cbulk − Csurface
= Atanh

(
B

A
z

)
(11.7)

solving for C

C = Atanh
(

B

A
z

)
(Cbulk − Csurface)+ Csurface (11.8)

and evaluating the derivative of C with respect to z

∂C

∂z
= Atanh

(
B

A
z

)
(Cbulk − Csurface) + Csurface (11.9)

Evaluating Eqn. (11.9) at z = 0 leads to

∂C

∂z
= B(Cbulk − Csurface) (11.10)

By substituting Eqn. (11.10) into Eqn. (11.6), the flux at the water-surface interface is

J(z=0) = −DB (Cbulk − Csurface) (11.11)

The δDBL can also be determined, by evaluating where the line with the slope determined in
Eqn. (11.10) intercepts a point with a concentration of Cbulk. Therefore the δDBL is

δDBL = Cbulk

B(Cbulk − Csurface)
(11.12)

The δCBL can also be determined, following the definition for the laminar MBL, by solving
for z in Eqn. (11.7), when the concentration is 99 % of the bulk (i.e., when θ= 0.99).
Therefore, the δCBL is

δCBL = A

B
tanh−1

(
0.99

A

)
(11.13)

The mass transfer coefficient (kc) can also be determined from Eqn. (11.11)

J = kc(Cbulk − Csurface) (11.14)

where kc is the product of the D and parameter B.
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Through kc, a characteristic local Sherwood number, which is the ratio of the advective to
diffusive flux (Shx = kcxD−1), can then be determined. In laminar flat plate boundary layer
theory, Shx can be described by

Shx = aReb
xSc0.33 (11.15)

and for ideal boundary conditions, parameter a has a value of 0.339 and 0.464 for con-
stant surface concentration and constant flux, respectively and parameter b is equal to 0.50
(Schlichting and Gersten, 2000; Bird et al., 2002). For turbulent boundary layers, a has a
value of 0.030 and 0.028 for constant concentration and flux, respectively and parameter b
is equal to 0.80 (Schlichting and Gersten, 2000; Bird et al., 2002).

Note that for laminar CBLs with the aforementioned values of a and b, Eqn. (11.15) is the
dimensionless solution to the concentration boundary layer equation (Eqn. (11.2)), when
R = 0. The parameters a and b will deviate according to the boundary conditions involved
and the hydrodynamics of the system.

11.4 SETTING THE BOUNDARY CONDITIONS

As indicated above, the boundary conditions for aquatic organisms are complicated by the
diverse variety of scalar quantities of interest and, most importantly, the physiological and
chemical processes that create the source or sink necessary for CBL formation (Table 11.3).
This is in contrast to the boundary conditions used to model purely abiotic phenomena such
as water velocity or energy through the dissolution of gypsum etc. (e.g., Porter et al., 2000).

Regardless, whereas it is possible to classify boundary layer reactions into two groups
(heterogeneous and homogeneous boundary layer reactions) it is also possible to classify
the transported material as particulate (or suspended; e.g., gametes, plankton, bacteria) and
as dissolved (or in solution; e.g., gases such as oxygen and carbon dioxide and nutrients
such as phosphate, nitrate and ammonium).

Heterogeneous reactions are those processes such as nutrient uptake, photosynthesis, and
respiration that directly influence the flux of material through the water-surface interface
(Nishihara and Ackerman, 2007a). The flux at the water-surface interface is defined by
the physiological processes, which creates the sink or source. In the simplest case, the
heterogeneous reaction proceeds so that the surface concentration or flux is constant and
does not vary with increases in the supply or removal of the scalar (Levich, 1962). For
example, marine algae in nutrient-poor water (i.e., oligotrophic conditions) suffering from
nutrient limitation, will consume all the nutrients that arrive at its surface. Consequently,
the concentration of nutrients at the water-surface interface would be zero (i.e., the perfect-
sink condition; Vogel, 1994) and the uptake rate would be directly proportional to the flux
of nutrients towards the surface. In contrast, under nutrient-rich conditions (i.e., eutrophic
conditions) and where the nutrients are in excess of the alga’s requirements, the uptake rate
would saturate at some maximum and is invariant. The flux of nutrients at the surface would
not depend on the external mass transport processes and the surface concentrations may
increase if the flux through the water-surface interface is lower than the flux due to mass
transport, in the case of where the surface acts as a source.

As a result of heterogeneous reactions, the flux at the water-surface interface will deviate
from the constant concentration and flux boundary conditions and variations are likely to
occur due to the physiological characteristics of the organism. For example, the kinetics of
nutrient uptake by aquatic macrophytes can vary with the nutrient (Thomas et al., 1985;
Thomas et al., 1987; Nishihara et al., 2005) as well as the spatial location on the leaf
(Nishihara and Ackerman, 2007a). Moreover, uptake kinetics and the flux can be linear or
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nonlinear. If the nutrient can diffuse freely into the organism, the flux at the water-surface
interface will be directly proportional to that of the surface (i.e., mass transfer limited).
Typically however, the concentrations of nutritionally important ions (e.g., DIC, DIN) are
higher in the organism than in the water (Lobban and Harrison, 1996), and thus an active
uptake mechanism is required. Such active mechanisms can saturate under high nutrient
concentrations (e.g., Michaelis-Menten kinetics) and hence the flux is a nonlinear function
of the concentration.

Homogeneous reactions occurring in the concentration boundary layer may also alter
the local concentration of material within the CBL. In the ideal case, R = 0 and there are
no reactions present. In the natural environment however, homogeneous boundary layer
reactions are likely to be relatively more common than the ideal condition. For example, the
conversion of bicarbonate to CO2 may increase the availability of CO2 to photosynthetic
organisms such as coral symbionts, algae and plants (Tortell et al., 1997; Wolf-Gladrow
and Riebesell, 1997; Riebesell et al., 2000; Nishihara and Ackerman, 2007a). Similarly,
spawning over the bed of mussels will consume eggs and sperm and produce fertilized
eggs in the CBL. Ultimately these homogeneous processes affect the concentration of the
material in question and clearly deviate from the ideal processes modeled by Eqn. (11.3)
and Eqn. (11.14).

11.4.1 Boundary conditions for nutrient uptake

The diversity of boundary conditions discussed above is present in benthic systems, whether
they are sediments, biofilms, mussel beds, or the surfaces of photosynthetic organisms.
Research suggests that there is significant spatial heterogeneity in the O2 concentrations
at the water-surface interface in sediment (Jørgensen and Revsbech, 1985; Glud et al.,
1994; Lorke et al., 2003) and biofilm systems (Nielsen et al., 1990; Kuehl et al., 1996).
For example, the O2 consumption in sediments were found to saturate with increasing
water velocities (Jørgensen and Revsbech, 1985), indicating that the uptake mechanism is
a nonlinear process. Although, there is little evidence on whether O2 flux and nutrient flux
is a linear or nonlinear process, it is more than likely that the flux is a nonlinear function.
Given that the biomass in any given organism is limited, there will be some finite capacity
to consume oxygen or nutrients. Therefore, for large mass transfer rates, the kinetics of
the system will saturate and supply will outweigh demand. The situation is also similar in
autotrophic systems, where phytoplankton, algal mats and macrophytes (e.g., macroalgae
and aquatic angiosperm) consume nutrients and produce oxygen. As with sediments and
biofilms, there is marked heterogeneity of flux with respect to spatial location (Nielsen
et al., 2006; Nishihara and Ackerman, 2007a). For example in colonies of Phaeocystis,
oxygen flux varied along its axis (Ploug et al., 1999) as was the case for algal mats, where
oxygen flux was spatially heterogeneous (Glud et al., 1999). Variation in oxygen flux was
also evident in the leaves of the aquatic angiosperms, Vallisneria americana, where the
flux was higher near the leading edge of the leaf than the trailing edge (Nishihara and
Ackerman, 2007a). It is relevant to note that the uptake kinetics of macrophyte systems is
better understood than those in multispecies arrangements (i.e., ecosystems) in sediments,
biofilms, and marine aggregates (marine snow).

It is evident that uptake kinetics range from linear to nonlinear and the nonlinear behavior
can be modeled as a rectangular hyperbola (i.e., Michaelis-Menten kinetics) or a more
complex function as in the case of the biphasic uptake of nitrate in the diatom Skeletonema
costatum (Serra et al., 1978). The nonlinearity of the uptake kinetics can lead to spatial
heterogeneity in the flux and influence the observed kinetics of the physiological process.
This was the case in Vallisneria spiralis where the flux of oxygen saturated at both leading
and trailing edges when mass transfer rates were high (i.e., high nutrient concentrations),
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but oxygen flux did not saturate at the trailing edge when mass transfer rates were low (i.e.,
low nutrient concentrations) (Nishihara and Ackerman, 2007a). Spatial heterogeneity in
nutrient uptake was also observed in Elodea canadensis, where nutrients accumulation was
highest at the edges of the leaves where mass transfer rates would be greatest (Nielsen et al.,
2006). It is likely that the flux through the water-surface interface is inherently nonlinear in
nature with respect to concentration and space.

11.4.2 Boundary conditions for external fertilization

Reproduction involves complex boundary layer conditions with respect to the transport
of gametes in and out of the momentum boundary layer, given the diversity of broadcast
spawning observed in animal and macrophyte systems (see review in Okubo et al., 2002). For
example, the wide variety of reproductive processes seen in macroalgae limits the possibility
of developing a more general theory on how mass transport processes influence reproduc-
tion. In particular, sexual reproduction in most brown algae (e.g., kelps) involves the release
of male and female gametes into the water column where fertilization occurs (Lobban and
Harrison, 1996). This is case of a homogeneous reaction where gametes are consumed
and fertilized zygotes are produced, which would also apply to broadcast spawning inver-
tebrates. Moreover, attractants (e.g., pheromones) are released to encourage fertilization,
which would in practice enhance the production of zygotes (Lobban and Harrison, 1996).
In contrast, sexual reproduction involves a heterogeneous boundary condition in the brown
algal order Fucales and in red algae where the male gamete (i.e., spermatia in reds) must
be transported to the female gametes that remain on the surface of the macrophyte. This
is also the case in the submarine pollination of aquatic angiosperms including seagrasses
(Ackerman, 2000, 2006). Similar comparisons and contrasts are also possible for the large
diversity of marine and freshwater benthic animals.

11.5 SEDIMENT SYSTEMS AND BIOFILMS

Sediments and biofilms can play an important role in the exchange of dissolved organic
and inorganic compounds and gases (Jørgensen and Revsbech, 1985; Glud et al., 1994;
Lorke et al., 2003). Fortunately, microsensors have been used for some time to measure the
concentration gradient and hence determine the CBL and fluxes in these systems (Jørgensen
and Revsbech, 1985; Gundersen and Jørgensen, 1990; Glud et al., 1994; Lorke et al.,
2003). There appears to be considerable the spatial heterogeneity in O2 (Jørgensen and
Revsbech, 1985; Røy et al., 2002), and a recent analysis of these data revealed the nonlinear
nature of the CBL of O2 (Nishihara and Ackerman, 2007b). These studies have relied on a
linear estimate of the diffusive boundary thickness (δDBL) and the assumption that advection
does not occur within the DBL. In addition, the CBL thickness (δCBL) was generally not
determined given that there were no objective methods to do so prior to Hondzo et al.
(2005). As indicated above, the DBL was typically determined graphically by assuming that
the oxygen gradient adjacent to the surface was linear (Jørgensen and Revsbech, 1985) and
the flux through the water-surface interface was determined from the slope of the oxygen
gradient. This method make two assumptions: (i) that mass transfer occurs only through
diffusion in the diffusional boundary layer (DBL); and (ii) that the flux can be modeled as
a one-dimensional problem (Jørgensen and Revsbech, 1985; see review in Nishihara and
Ackerman, 2007b). However, it is well known that horizontal advection (e.g., mass transfer
parallel to the surface and turbulent diffusion) also influences the concentration gradient
near the surface (Shaw and Hanratty, 1977; Dade, 1993; Hondzo et al., 2005). A power-law
scaling of the concentration gradient and information on the momentum boundary layer
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(MBL) over the sediment revealed estimates of the δDBL that were 30% thinner than that of
the linear model (Hondzo et al., 2005). Moreover, a model of the CBL could be expressed
in terms of the Sc, the turbulent Sc, and the MBL through the use of similarity arguments
for the concentration gradient (Hondzo et al., 2005). This model incorporates the fact that
advective mass transport processes can be important in the CBL and discounts the notion
that the DBL is a stagnant layer of water.

11.6 AUTOTROPHIC SYSTEMS

11.6.1 Pelagic producers

There has been considerable interest in the large-scale mass transport of nutrients to phy-
toplankton as these organisms drive pelagic ecosystems, especially in the seasonal blooms
when mixing of the water column bring nutrient-rich waters to the upper water column, and
in upwelling events/regions when other physical processes do the same (Ingmanson and
Wallace, 1995; Kalff, 2001; Mann and Lazier, 2006). Similar interest has existed on the
scale of individual cells and aggregates in an attempt to understand the mechanistic basis
of blooms and hence determine parameters that can be used for modeling (e.g., Kiørboe,
2001; Kiørboe et al., 2001).

Presently, the influence of mass transport on the photosynthetic rates of phytoplankton
are not well understood. However, from studies of the fluid dynamics of mass transport of
sinking marine snow (Kiørboe et al., 2001; Ploug et al., 2002; see below), it is possible
to infer that the local photosynthesis rate will vary spatially over the surface of the phyto-
plankton and produce oxygen-rich microenvironments. Regions of low CO2 concentrations
can also develop, which would influence mass transfer rates and hence, photosynthesis. For
example, diatoms, which experience a Langrangian reference frame, have Re< 10 and are
likely to produce relative thick and heterogeneous CBLs (Ploug et al., 2002). Moreover, the
depletion of CO2 within the CBL will decrease the availability of substrate for photosyn-
thesis (Tortell et al., 1997; Wolf-Gladrow and Riebesell, 1997; Nishihara and Ackerman,
2006, 2007a). The mass transport processes dominating these microscopic organisms are
believed to be primarily from diffusion (Wolf-Gladrow and Riebesell, 1997; Ploug et al.,
2002). However, diatoms are able to enhance CO2 supply by changing the CO2 concen-
tration through the acidification of their surrounding water thereby altering the balance of
bicarbonate and CO2 (Tortell et al., 1997; Wolf-Gladrow and Riebesell, 1997). Moreover,
the biosilica (Milligan and Morel, 2002) in the cell wall of diatoms also have the ability
to buffer seawater, allowing them to convert bicarbonate enzymatically to CO2 enhancing
the availability of CO2. The magnitude of the enhancement in the supply of CO2 through
these boundary layer reactions relative to advection and diffusion are not clear. However, a
numerical model of the diffusion-reaction equation (i.e., neglecting advection) suggests that
5% of the CO2 supply is from reactions occurring in the CBL (Wolf-Gladrow and Riebesell,
1997). Given the morphological and physiological diversity of diatoms, further studies are
needed to explore the relationships between their biology and physical environment, through
investigations of their mass transport and fluid dynamic characteristics.

11.6.2 Benthic macrophytes

The effect of mass transport processes on aquatic macrophytes has long been recognized
(e.g., Conover, 1968) and remains a topic of increased activity (see reviews in Hurd, 2000;
Okubo et al., 2002). For example, mass transfer has been shown to affect the rates of
photosynthesis (e.g., Sand-Jensen et al., 1985; Nishihara and Ackerman, 2006, 2007a, b),
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nutrient uptake (e.g., Borchardt et al., 1994; Cornelisen and Thomas, 2004), and the timing
of spore release (Serrão et al., 1996; see review in Gaylord et al., 2004). Macrophytes have
three-dimensional structure at a larger spatial scale than sediments and biofilms (c.f., Larned
et al., 2004), and the momentum boundary layers that form around these organisms can be
complex (Hurd et al., 1997; Hurd and Stevens, 1997; Stevens and Hurd, 1997). It is not
surprising that most studies have simplified this complexity by configuring the macrophytes
as flat plates (Wheeler, 1980; Koch, 1993; Hurd et al., 1996; Nishihara and Ackerman,
2006, 2007a, b), although there has been some efforts devoted to parameterizations and the
Stanton number (St) analogy, where the St is the ratio of the flux to a surface divided by
the advection past the surface (e.g., Thomas et al., 2000). Moreover, a conceptual model
has been advanced to explain the relative importance of mass transport under the influence
of different scales of the DBL (i.e., individual DBLs and substratum DBLs) (Larned et al.,
2004). Regardless, significant details of the CBL and the mass transport properties of these
organisms have been elucidated.

Most studies related to mass transport in macrophyte systems have focused their discus-
sion using the Schmidt number scaling of the viscous sublayer thickness (δVSL) to determine
the thickness of the diffusive sublayer (δDSL)

δDSL ≈ δVSLSc−1/3 (11.16)

which is referred to, incorrectly, as the thickness of the diffusive boundary layer (δDBL)
(Larned et al., 2004). Recall that the DBL is a component of the CBL and consequently

δDBL �= δDSL (11.17)

Moreover, when the DBL and mass flux at the water-surface interface was determined,
it was by assuming a linear one-dimensional model of the concentration gradient near
the surface (see above). Based on the one-dimensional model and a further simplifying
assumption that the surface concentration of the nutrient was zero at the water-surface
interface (i.e., a perfect-sink condition; Vogel, 1994), the δDBL of nutrients such as dissolved
inorganic nitrogen (DIN) (Hurd et al., 1996) and dissolved inorganic carbon (DIC) have
been estimated (Wheeler, 1980). However, the concept that higher water velocities, and thus
thinner δDSL and by analogy thinner δDBL, are alone responsible for increased rates of uptake
or photosynthesis is false and has wasted much effort in the field. As mentioned above, it is
the flux (i.e., product of the velocity and concentration) of nutrients that affects the rates of
physiological processes. This was demonstrated in the case of oxygen flux in V. americana,
which has flat ribbon-like leaves, where the effect of higher velocities (and thinner δDBL)
on photosynthetic rates was observed at low nutrient concentrations and declined linearly
with nutrient concentration (Nishihara and Ackerman, 2006; see below). This realization
is likely one of the reasons that mass-transfer limitation has yet to be demonstrated under
field conditions.

As indicated above, there has been limited success in matching predictions from linear
models of the concentration gradient made using flat-plate analogies with simple boundary
conditions (i.e., constant concentration and flux) and experimental results (see discussions
in Hondzo et al., 2005; Nishihara and Ackerman, 2006, 2007b). Several non nonlinear
approximations have been used to better describe the concentration gradient measured by O2
microsensors, and of these, the hyperbolic tangent function provides the ability to estimate
both the δCBL and the δDBL of the scalar. In addition, the first derivative of the model provided
estimates of the O2 flux, which were more accurate than the typically used linear model
(Nishihara and Ackerman, 2007b). The development of these techniques should provided
objective methods that can be used for macrophytes as well as other organisms.
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Both hydrodynamics and the concentration of DIC influenced the rates of photosynthe-
sis in Vallisneria americana (Nishihara and Ackerman, 2006, 2007a, b). Increasing the
DIC concentration effectively increased the mass transport of DIC to the leaf surface and
decreased the saturation velocity (i.e., the velocity required to saturate photosynthesis rates).
Moreover photosynthetic rates were observed to be in a state of mass transfer limitation at
very low velocities even though the mass transfer of DIC through the DBL (assuming that
the surface was a perfect sink) was much greater than the observed carbon uptake rates
in the DBL (Nishihara and Ackerman in review). This indicates that other processes (e.g.,
homogeneous reactions) are likely limiting the supply of carbon.

There were also physiological differences observed between closely related species in
terms of the effects of mass transfer on photosynthesis. For example, photosynthesis rates
in V. spiralis and V. americana saturated at leading and trailing regions of the leaf at high
DIC concentrations, however the kinetics of photosynthesis was significantly different at
lower DIC concentrations (Nishihara and Ackerman, 2007a)—O2 fluxes were much lower
at the trailing edge and did not saturate with increased water velocities. There are a number
of possible explanations for the differences observed at different leaf locations: (i) the
physiology may differ along the leaf surface; (ii) nutrient concentrations may decline along
the leaf surface; or (iii) there may be differences in the homogeneous reactions (e.g., the
bicarbonate-carbon dioxide chemistry) over the leaf surface. Both of these species are known
to acidify water adjacent to the surfaces, which encourages the production of CO2 from the
bicarbonate in the water (Prins et al., 1980). Physiological differences may influence the
rates of these homogeneous reactions and therefore affect the concentration of CO2 that is
available. It is also likely that upstream processes remove the CO2 from the CBL and thus
reduce the CO2 availability downstream (Nishihara and Ackerman, 2007a, in review). In
addition, both the δCBL and δDBL are much thinner than predictions based on Eqn. (11.3)
(Nishihara and Ackerman, 2007a) and given that homogeneous reactions have non-linear
responses that tend to change the thicknesses of the boundary layer, the situation is even
more complicated. Evidently, more effort will be required to identify the mechanism(s)
responsible for the decrease in photosynthetic rates observed downstream on the leaf surface.

The morphology of macrophytes can be quite complicated involving much branching,
highly dissected leaf and frond morphologies, and surface roughness and rugosity (e.g.,
Sculthorpe, 1967; Lobban and Harrison, 1996). In other words, macrophytes are not simple
two-dimensional organisms that can modeled as flat plates, with some obvious exception
(e.g.,V. americana). A functional explanation for this diversity is lacking, however the poten-
tial effects of some of these morphologies on the local hydrodynamic environment has long
been the subject of inquiry, especially in species that have low and high energy phenotypes
(i.e., smooth versus rugose and corrugated surfaces) (Wheeler, 1980; see reviews in Hurd,
2000 and Okubo et al., 2002). For example, it has been long suggested that the features
such as spines and corrugations along Macrocystis sp. (giant kelp) fronds serve to trip the
boundary layer and thus periodically infuse the CBL with fresh nutrient rich water from
the overlying bulk water (Hurd et al., 1996). Currently, there is little evidence to support
this hypothesis, and experimental results have been equivocal. For example, the twist in V.
spiralis leaves did not appear to enhance photosynthesis rates compared to the flat leaves of
V. americana (Nishihara and Ackerman, 2007a), but the local flow environment made it dif-
ficult to resolve O2 measurements within the thin DBL under higher velocities. Clearly, one
of the failings of this type of approach is the lack of characterization of the hydrodynamics
of the flow (i.e., the MBL) and the lack of measurement of the scalar (i.e., the CBL).

It has also been suggested that the complex branching and large surface area to volume
ratio enhance the ability of macrophytes to uptake nutrients (Hurd, 2000). For example, the
surface area to volume ratio is large in the whorled macrophyte, Elodea canadensis. However
at low water velocities, the boundary layers around the whorls and leaves are thick and can
overlap. Most of the accumulation of carbon occurs near the edges of the leaves and whorls,
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where the boundary layer is thinnest and the entire leaf does not perceive the hydrodynamics
in the same way (Nielsen et al., 2006). Moreover, flow-induced configurational changes
to the shape of macrophytes may reduce their ability to undergo photosynthesis through
self-shading or the reduction of area available for nutrient uptake (Stewart and Carpenter,
2003). There are a large number of unresolved questions that remain to be answered at both
small and large spatial scales around aquatic macrophytes.

11.7 HETEROTROPHIC SYSTEMS

11.7.1 Pelagic zooplankton

Mass transport issues are relevant in pelagic environments for a number of reasons including
those related to trophic and reproductive relations. In the former, there are a large number
of suspension feeders and ambush predators that rely on the delivery of nutrients, chemical
signals, and prey (Mann and Lazier, 2006). Chemical signals are also relevant to reproductive
interactions such as mate recognition and tracking (Strickler, 1998). Both of these examples
can be conceived of as encounter rate problems, which have been applied to aggregates and
their formation through the application of coagulation theory (Jackson and Burd, 1998).

A key issue for pelagic mass transport at the smallest scales involves the identification
of resources by small heterotrophic bacteria and protists in a well-mixed environment. In
other words, this is a problem of locating a resource that has a patchy distribution in space
and time. Microscale patchiness has been demonstrated to exist on the mm scale and persist
on the scale of 10 min in the laboratory (Blackburn et al., 1998). These patches are created
by lysing cells and from sinking algal cells (which can be quite leaky) and from aggregates.
Aggregates (marine snow and flocs) are composed of the lysed cells, algae, and bacteria, as
well as detritus and transparent exopolymer (TEP) matter (see review in Okubo et al., 2002).
The chemical plumes from sinking aggregates have been examined for Re ≤ 20 by solving
the Navier-Stokes and the advection-diffusion equations numerically (Kiørboe et al., 2001).
Results indicate that long slender plumes, which extend from reasonably small aggregates,
can have significant concentration and length depending on the flow field. An analogous
phenomenon has been inferred from observations of reproductive female copepods pursed
by males; the males tracking a pheromone signal released by the females (Yen et al., 1998).

The case of zooplankton mass transport it is not merely an issue of flux of seston because
turbulence can also affect the outcomes. As indicated above, organisms smaller than the
Kolmogorov microscale are predicted to experience the relative motions within small eddies.
However, this does not appear to be the case as many organisms have a dome-shaped response
in which moderate levels of turbulence enhance encounter and ingestion rates for predators,
whereas large levels can be inhibitory to growth in other groups, due perhaps to increased
energy expenditures (Peters and Marrasé, 2000). It is evident that small-scale unsteady
motion and length scales other than organism size are likely to be more relevant to these
ecological processes (Peters and Marrasé, 2000).

11.7.2 Benthic animals

The diversity and ecological and economic importance of benthic suspension-feeding organ-
isms has generated considerable interest into the biology and mechanisms of particle capture
(Shimeta and Jumars, 1991; Riisgård and Larsen, 2001) and more recently the effect of
suspension feeders on ecosystems (Wildish and Kristmanson, 1997; Okubo et al., 2002).
Concentration boundary layers have been observed over bivalves in lakes and estuaries
(Dame, 1996; Ackerman et al., 2001; Tweddle et al., 2005) and over coral reefs (Yahel et al.,
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1998), which indicates the important impact that suspension feeding can have on aquatic
environments. Mass transport is of particular importance to suspension-feeding organisms
as it is a process driven by the delivery of seston (water borne material) in the water to
organisms. Suspension-feeding organisms can be classified as: (i) passive suspension feed-
ers, such as corals, gorgonians, polychaete worms, brittle stars, sand dollars, and caddisfly
and black fly larvae, which extend their feeding appendages into the water column; and (ii)
active suspension feeders, such as sponges, bivalves, lophophorates, crustaceans, and ascid-
ians, which use various pumping mechanisms to move fluid. In the former, it is the delivery
of seston through horizontal advection and turbulent mixing in the vertical direction that
is important—analogous to what has been described above for autotrophic organisms (see
Eqn. (11.2))—although in this case additional terms describing the settling velocity (ws) of
the seston (particulate matter) must be added

U
∂C

∂x
+ ws

∂C

∂z
= ∂

∂z

(
(KD + D)

∂C

∂z

)
+ R (11.18)

In addition, the heterogeneous reaction of suspension feeding (φ) must be considered. There
are many factors that can affect φ ranging from physical factors such as seston concentration
(C), ambient velocity and the height above the bottom to biological ones including the
spacing and orientation of the collecting elements ( fd ; tentacles, fibers, cilia, etc.), the
number (n) and numerical density (An) of organisms, the time (tI ) for moving the material
to the site of ingestion, and the efficiency of the capture process (ηφ)

φ = f (C, U , z, fd , n, An, tI , ηφ) (11.19)

The circumstances are similar for active suspension feeders, but the situation requires that
a term pertaining to the hydrodynamics of the pumping mechanisms used to move water
through the organisms (Riisgård and Larsen, 1995) be added to φ in Eqn (11.19). This is
of course a simplification of reality as many of the factors in Eqn. (11.19) are known to
covary. For example, both the quantity and quality of the seston can affect ηφ, as can the
product fdAn through the potential refiltration of water (O’Riordan et al., 1995). Moreover,
bivalves have behavioral responses to fluid dynamics that can affect φ (Ackerman, 1999).

One of the most interesting responses of suspension feeders is their unimodal response
to velocity (Wildish and Kristmanson, 1997; Ackerman, 1999; Ackerman and Nishizaki,
2004). In this case, increases in velocity lead to increases in capture, clearance and/or
growth rates to some peak mode after which further increases in U are inhibitory to the
aforementioned rates. The phenomena has been observed in a wide variety of passive and
active suspension feeders including corals, gorgonians, and bivalves (for review of bivalves
see Ackerman and Nishizaki, 2004), although the mechanism responsible is not well under-
stood. It may be, however, somewhat analogous to the model for autotrophic organisms
where increased flux can saturate the physiology of the organism and other processes at
high velocities can interfere with their physiology (see Fig. 11.1 in Nishihara andAckerman,
2006). In the case of bivalves it has been suggested that it is behavioral instability due to
lift and drag forcing, acting at the scale of siphons and/or shells, rather than hydrodynamic
instability of the pumping mechanism or some grazing optimization that is responsible for
the physiological interference (Ackerman, 1999). Regardless it indicates the importance of
understanding the role of fluid dynamics at the scale of the organism for mass transport.

Environmental flows are relevant to both passive and active suspension feeding in that the
formation of a CBL will be a function of the relative strength of the turbulent mixing in the
water column and the sink of seston at the benthos (Fig. 11.5). CBL formation is based on
the principle that the rate of seston uptake (φ) by suspension feeders is greater than the rate
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Figure 11.5. The formation of a concentration boundary layer (CBL) as seston (C) travels over a region of
sediment to a region of suspension-feeding benthos. The stippled seston-containing region represents a slice of

the water column at a particular instant in time at different downstream locations. The flux of seston to the bed is
a function of advection, settling, and turbulent mixing. The CBL will be a function of the strength of the sink of
seston (φ) and mixing of the scalar in the water column (KD) that serves to eliminate the signal. In most cases,

the time scale for turbulent mixing of the water column is faster than the time scale for benthic grazing.

of seston delivery through mass transport. Processes such as turbulent mixing (e.g., KD) act
to obliterate the CBL through the transport of the scalar to regions where it has been depleted
(Hanratty, 1956; Shaw and Hanratty, 1977). In other words, if the rate of scalar mixing (i.e.,
KD) is small, it is possible that a CBL will form but if KD is large, the CBL may not form (or
may be too thin to observe) as water column mixing will eliminate it and/or cause the size
of the CBL to fluctuate in thickness (Hanratty, 1956; Shaw and Hanratty, 1977). It is not
surprising, therefore, that it can be difficult to detect CBLs in the field except under particular
circumstances where the biomass of suspension feeders is quite large (Tweddle et al., 2005)
and/or mixing processes are minimized (e.g., during stratification, Ackerman et al., 2001).
Similar arguments can be advanced for the autotrophic systems described above.

Corals reefs represent an important component of the benthos in shallow water regions
(generally<50 m) where the average annual water temperatures are>20◦C. This is due
in large part to their symbiotic zooxanthellae (dinoflagellate algae), which, as autotrophs,
require sunlight and nutrients (e.g., DIC, DIN) for photosynthesis. The corals, being het-
erotrophic, also feed via the capture of particles and zooplankton on their tentacles, mucous
sheets, and the extended mesenterial filaments of the gut wall. There has been considerable
effort devoted to mass transport of particulate matter in terms of particle capture (Wildish
and Kristmanson, 1997; Sebens et al., 1998), and nutrient uptake (e.g. Atkinson and Bilger,
1992) in corals. The latter has included numerical and physical modeling as well as labo-
ratory and field experiments (see review in Monismith, 2007). Indirect measurements of
mass transfer using the dissolution of plaster has been popular recently, with experiments
conducted within the skeletons of the complexly branched corals of a number of species
under unidirectional and oscillatory flow in laboratory flow chambers (Reidenbach et al.,
2006). As might be expected, mass transfer was reduced by ∼50% within the branches
and mass transfer was enhanced many fold under oscillatory flow. This confirmed field
results that indicated that mass transfer of gypsum blocks of various surface configurations
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was 30–40% higher under oscillatory flow in the field (Falter et al., 2005). Importantly,
the magnitude of the difference between oscillatory and linear flow declined with velocity.
How these indirect measurements translate biologically for corals under natural conditions
remains to be determined (c.f., Atkinson and Bilger, 1992). It has been possible, however, to
ignore the intricacies of the flow-coral morphological interaction, by considering the rough-
ness of the coral reef and parameterizing the process through the use of the Stanton number,
which relates the mass transfer coefficient (kc) to the velocity (e.g., Atkinson and Bilger,
1992). This technique has been applied recently at the scale of a reef flat community where
the dissipation of waves allowed for estimates of the bottom friction (Falter et al., 2004).
The ability to use a measurement of the canopy friction has also made this an attractive
approach for macrophyte canopies (see above).

The manner by which large-scale fluid dynamic processes in surface waters affect benthic
organisms and visa versa is becoming better understood (Jonsson et al., 2005; Loewen et al.,
2007). Simple measurements such as velocity are likely to provide some indication that
locally depleted resources may be replenished with fresh seston. However, a description of
the physical mixing processes rather than a mere reliance on simple metrics is necessary.
Unfortunately, neither the physical mixing of surface waters nor the response of suspension
feeders to this mixing can be predicted or easily modeled. Additional studies at a variety
of spatial scales are, therefore, warranted to better understand the role of mass transport to
benthic organisms.

11.8 EMERGING PRINCIPLES

Although aquatic environments involve a great diversity of organisms, biological and eco-
logical processes and habitats, there are some common principles that emerge when they
are considered from the perspective of mass transport:

(i) There are similarities among systems in terms of the relevance of the flux of dis-
solved and/or particulate scalars to the processes under consideration. Specifically
flux applies equally well to the transport of nutrients to autotrophs as it is does to the
flux of seston to suspension feeders. It is important to note that flux is the product
of velocity and a concentration gradient, therefore, experiments should examine
both the vector and the scalar.

(ii) Concentration boundary layers (CBL) are formed when a concentration gradient
forms next to a biological surface that acts as a source or sink of a scalar. CBLs
are analogous to momentum boundary layers (MBL) but their structure differs.
Importantly, the diffusional sublayer thickness (δDSL) defined using the MBL is not
a good predictor of the much thinner diffusional boundary layer thickness (δDBL)
of the CBL.

(iii) The development and use of microsensors continues to advance our ability to exam-
ine and understand mass transport issues through the direct measurement of the
concentration gradients. A hyperbolic-tangent model provides the ability to esti-
mate the δCBL, δDBL, and the flux at the surface in a rigorous and unambiguous
manner.

(iv) CBLs can be difficult to measure under moderate and turbulent flows in the labora-
tory due to the small spatial scales involved and in the field due to turbulent mixing
(i.e., temporal scales) that eliminate the gradients.

(v) Both homogeneous and heterogeneous boundary layer reactions can and do occur
in the CBL associated with biological and ecological processes. This realization
should help to facilitate the further modeling of mass transport phenomena in aquatic
systems.
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(vi) Further research into the role of physiology on the dynamics of heterogeneous
reactions, especially those involving nutritiously important molecules, is required
to advance our understanding of biologically relevant mass transport beyond simple
physical models.

(vii) Our current understanding of mass transport is based largely on morphological
systems whereby the organism is fixed naturally to a surface or held static in exper-
iments. Realistically, however, many biological systems are flexible and undergo
complex undulations and may reconfigure morphologically under environmental
flows. Unfortunately there are few techniques that can provide measurements of
MBLs under these conditions, let alone characterize CBLs that vary temporally and
spatially. Advances in technology and approach are needed in this area.

(viii) Although significant advances have been made with respect to mass transport there
are many unresolved problems, including processes that occur under turbulent and
unsteady environmental flows. This last realization provides a degree of optimism
in the sense that research into mass transport will continue to be at the leading edge
of aquatic research for the foreseeable future.

APPENDIX—LIST OF SYMBOLS

List of Symbols

Symbol Definition Units

A, B parameters for Eqn. (11.5) –
An numerical density of organisms indv m−2

C concentration mol m−3

Cbulk bulk concentration mol m−3

Csurface surface concentration mol m−3

CBL concentration boundary layer –
D molecular diffusivity of the scalar m2 s−1

DBL diffusive boundary layer m
DIC dissolved inorganic carbon mol m−3

DIN dissolved inorganic nitrogen mol m−3

DSL diffusive sublayer m
J mass flux, scalar (e.g., nutrient) uptake rate mol m−2 s−1

KD turbulent diffusivity of the scalar m2 s−1

Kν turbulent diffusivity of momentum m2 s−1

MBL momentum boundary layer –
R homogeneous boundary layer reaction mol m−2 s−1

Re Reynolds number –
Rex local Reynolds number –
Sc Schmidt number –
Shx local Sherwood number –
St Stanton number –
U freestream or bulk velocity m s−1

fd collecting fiber diameter m
kc mass transfer coefficient m s−1

l length m

(Continued)
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List of Symbols

Symbol Definition Units

n number of individuals –
tI ingestion time s
u velocity in the x direction m s−1

w velocity in the z direction m s−1

ws settling velocity m s−1

x distance in the x (downstream) direction m
z distance in the z (vertical) direction m
δ boundary layer (BL) thickness m
δCBL thickness of the concentration BL m
δDBL thickness of the diffusive BL m
δDSL thickness of the diffusive sublayer m
δISL thickness of the inertial sublayer m
δMBL thickness of the momentum BL m
δVSL thickness of the viscous sublayer m
η Kolmogorov microscale m
ηφ efficiency of suspension feeding –
θ dimensionless concentration gradient –
ν molecular diffusivity of momentum m2 s−1

τ shear stress Pa
φ flux due to suspension feeding kg m−2 s−1
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